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Limited Warranty

ICP voriex Corporation ('ICP vortex’} guaraniees that this product is free from defects in material and
workmanship. Subjed to the conditions and limitations set forth below, ICP vortex will, ot its own
oplion, either repair or replace any part of this product which proves to be defective by reasons of
improper workmanship or malerials. Parts used to repair products or replacement pro duds will be
provided by ICP vortex on an exchange basis, and will be either new or refurbished to be functio n-
ally equivalent to new.

This warranty does not cover any domoge fo this product, which results from accident, abuse, mis-
use, notural or personal disaster, Acts of God, or any unauthorized disassembly, repair or modific a-
fion. The duration of this warranly is one year from the date of original refail purchase.

Warranty Claim Requirements

To obiain warranty service, return the defective produdi, freight prepaid and insured, to your local
authorized ICP vortex dealer or distributar, or 1o JCP vortex Corporation, 4857 West Von Buren
Streef, Phoenix, AZ B5043. Please rote the following: You must include the product serial number,
and o

detailed description of the problem you are experiencing. You must also include proof of the date of
original retail purchase as evidence that the product is within the warranty period.

If you need to return the product to ICP vortex, you must first obtain a Return Material Authorization
{RMA) number by calling ICP vortex Corporotion at 4602-353-0303. This RMA number must be dis-
played on the oulside of your package. Products must be properly packaged to prevent damage in
tronsit. ICP vortex accapts no responsibility for products which are domoged on arrival due to poor
freight service.

Disclaimers

The foregoing is the complete warranty for ICP vortex products and supersedes all other warranties
and representations, whether written or oral. Except o3 expressly set forth above, no other warranties
are made with resped to ICP vortex produdts. ICP vortex expressly disciaims all warranties not stated
herein, including, to the extent permitted by applicable low, any implied worranty of merchantability
or fitness for ¢ parliculer purpose. In no event will ICP vortex be lichble to the purchaser, or to any
user of the 1CP vortex produdt, for any data less, data corruption, domages, expenses, lost revenues,
lost

savings, lost profils, or ony other incidental or consequential damages crising from the purchase,
use or inability to use the ICP verex product, even if ICP vortex has been advised of the possibility of
such domoges.

ICP vortex is not liable for, and does not cover under warranty, any costs associoted with servicing
and/or installation of ICP vortex products.

This manue! has been validated ond reviewed for accurecy. The sets of instructions and descriptions
were accurate for ICP Disk Array Controllers af the fime of this manual’s production. However,
succeeding Controlters, software und menuals are subject to change without notification. Therefore,
ICP vortex assumes no ligbility for domages incurred directly or indirectly from errors, omissions or
discrepancies between the Controller, software and the menual.
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Pick up the phone @
)

if you need technical support
— — and dial the numbers:
For Europe: +49-(0)7131-5972-30

For the USA: 602-353-0303

or send us an E-Mail:
For Europe: suppori@vortex.de
For the USA: support@icp-vortex.com

or send us a FAX:

For Europe:
+49-(0)7131-5972-31

For the USA: 602-353-0051

Bl

e
==

or call our BBS: 19200, 8N1,
24h, +49-(0)7131-5972-15
or check our Website:
hitp://www.icp-vortex.com

ﬁ
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Important Note

Using modern RAID Systems significantly increases data security and availability Under no
circumstances does it relieve you from a careful and daily backup on tape or a similar backup
media. This is the only method to protect your valuable data against total loss (e.g..
through fire or theft), accidental deletion, or any other destroying impacts
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Many Thanks to all my Friends

Monika & Wolfgang (the grandmasters)
AnnDee, Lois, Ken and Andreas (the Phoenix Crew)
Achim, Dicter. Norbert, Otto, Ralph, Wolfgang (WOS), Vitus (GG). (they are the real wizards)
Alfred (AB, "We need ultra2. | say we have it’)
Andreas {AK, or "Kopf nur mit &%)
Michael {Mipf, "where is my CPU ?")
Jtirgen {logo, "Hi, is lurgen there ")
Ruth (RA, "she had to proof-read that thing, ...)
Jahannes (I3, *1 want my ice with a red cap .., or Dr. Qops-Click-Click..")
Jurgen (JB, "diesbeziiglich & hinsichtlich or probably”)
Klaus (KLM, "..not an Airline."}
Markus {Malu, "Luuuguy...")
Uwe & Steffen {the two from the soldering station, 5 Paninis for Reinhardt)

All the fantastic “rest” of this incredible company

It is net only a pleasure te work here, it is a passion.
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FCC Compliance Statement
information for the User

NOTE: This equipment has been tested and found to comply with the limits for a Class B
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide
reasonable prolection against harmful interference in residential installafions. This equip-
ment generates, uses, and can radiate radio frequency energy, and if not installed and used
in accordance with the instructions, may cause harmful interference to radio communica-
tions. However, there is no guarantee that interference will not occur in a poriculor instd-
lation. If this equipment does cause harmful interference to radio or television reception,
which can be determined by furning the equipment off and on, the user is encouraged to
iry to correct the interference by one or more of the following measures:

- Reorientate or relocate the receiving antenna.

- Increase the sepuration betwaen the equipment and the receiver.

- Plug the equipment into an outlet on o circuit different from that to which the receiver is
powered.

- |f necessary, consult the dealer or an experienced radio/T.V. technician for additional
suggestions.

The use of o non-shielded interface cable with the referenced device is prohibited.
Changes or medifications not expressly approved by ICP vortex Computersysteme GmbH
could void the autharity 1o operate the equipment.
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A. Introduction

#

GDT RD Series: Hardware RAID Disk Array Controllers with 1 or 2 Fibre Channel In-
terfaces and 1 Wide & Ultra SCSI Channel for PCI Bus Computer Systems

Ih order to take full advantage of modern cperating systems, high performance computer
systems are needed When assessing the performance of a computer system, the aspects
speed and security of the mass-storage subsystem are gaining increasing importance. As a
result of the constantly growing acceptance of the RAID technology (Redundant Array of
Inexpensive Disks) in these computer systems, and the identification of the RAID controller
as the essential part of a disk subsystem, a strong demand for suitable RAID controllers has
emerged during the past few years

Since 1990, ICP vortex has been intensively engaged in the research and development of
RAID products for the highest performance and security requirements. Due to our products’
outstanding performance. our expertise and continuity in development, ICP Contrellers are
accepted and known as top leading-edge products all over the world. ICP Controller prod-
ucts within the GDT RD Series offer customers a wide variety of RAID controliers, suitable
for the most different platforms and applications. All ICP Controllers of the GDT RD Series
are pure-bred hardware solutions All functicnality required for the sometimes very complex
tasks is hardware-implemented on the controller. Thus, RAID is fully independent of the
computer system {the host} and the operating system.

Thanks to the wide operating system support and easy-to-use installation and maintenance
utilities, setting up and using high performance and fault-tolerant mass-storage subsys-
tems for almost every purpose is child's play

we wolld like to thank you for purchasing an ICP Controller of the GDT RD Series

ICP - Intelligent Computer Peripherals ®

A.1 Product Identification

In order to meet the various customer and system requirements, ICP vortex offers two Fibre
Channel RAID Disk Array Controliers for PC-based PCl computer systems. The main differ-
ences petween the two controllers lie in the number of Fibre Channel Interfaces.

Order ICP Controller Number of Supported
Number Name Fibre Channel RAID Levels
Interfaces
7917 GDT6519RD ! 0,1,4.5 10
7927 GDT6529RD 2 0,1,4.5. 10
[
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A.1.1 Key Features of the ICP Controllers of the GDT RD Series

» Hardware RAID Controllers with RAID 0, RAID 1, RAID 4, RAID 5 and RAID 10 Array
Drives at controller level, completely independent of the computer system and the oper-
ating system Several Array Drives can be operated simultaneously.

= “Private’ (i.e, for one Array Drive) or "pool” (i.e  for several Array Drives) Hot Fix Drives.

« Online Capacity Expansion. Add one or several new disk drives to an existing Array Drive
1o expand its capacity. During the Expansion ali data arc redundant.

» Online RAID Level Migration. Online change of an Array Drive's RAID Level e g, from
RAID 0 to RAID 5.

= Online Capacity Expansicn and RAID Level migration can be performed simultaneously.

» Configuration Utility (GDTSETUP) in ROM. Express Setup option to easily setup Array
Drives. Press "CTRL-G" to load GDTSETUP, long before the operating system is booted.

= Advanced Multi-Processor RISC Technology.
» On-Board i960RD © Intelligent /O Processor. Completely offloads the host CPU.

» | or2 Fibre Channel Interfaces with 1P Tachyor and onboard copper transceivers with
100MB/s channel. Support of Arbitrated Loop Topology

« Upto 25 meters with copper cable. Standard DB9 connectors.
= Support of MIAs for large cable length.

v | full-featured additional Wide/Ultra SCSI channel! for legacy SCSI devices (hard disks,
CD-ROMs,. etc.} with third generation 32 SCSI RISC processors and an active, software-
switchable termination. Dual connector system {50 pin and 68& pin connector]. Synchro-
nous data transfer rate up to 40MB/sec.

= Cache RAM: BMB, 16MB, 32MB, 64M8B, or 128MB. One standard 72 PIN, 32 Bit or 36 Bit
ps/2 SIMM. FPM (East Page Mode) or EDO {Extended Data Out) Dynamic-RAM technol-
ogy. With EDO SIMMs increased performance. Automatic Cache RAM detection

= Intelligent multi-level cache-algorithm with adaptive delayed write and read ahead func-
tions. This ensures an optimized cache for various load profiles and systemn require-
ments

» On-Board PCI 2.x compatible BIOS (Piug & Play).

s BIOS Firmware and GDTSETUP in Flash-RAM. Easy update through floppy disk or BBS-
download.

» GDTMON. Monitor program for the diagnosis [also remote) of ICP Controllers & Array
Drives The tool allows you to optimize existing configurations.

= Drivers for MS-DOS, Novel!l NetWare, SCO UNIX V/386, Interactive UNIX, UnixWare, Li-

nux, Windows NT, Windows 95 and OS/2 ASPl-Managers for DOS. Windows and Novell
NetWare. 1,0 ready controller design.

Intelligest Computer Peripherals '



A.2 Copyrights, Patenis

Parts of the ICP GDT RD Series controllers are protected under international copyright laws
and agreements. No part of the product or the manual, or parts of the manual may be re-
produced in any form, physical, electronic, phetographic, or otherwise, without the ex-
pressed written consent of ICP vortex Computersysteme GmbH. For this product a patent is
reglstered at the Deutsches Patentamt in Munich with the official reference no. 412 1974

All special names and trademarks of manufacturers quoted in this manual are protected by
copyright.

ICP - Intelligent Computer Peripherals ® and RAIDYNE @ are registered trademarks of
ICP vortex Computersysteme GmbH.

Eurepe:

ICP vortex Computersysteme GmbH = Falterstrade 51-33 = 74223 Flejn - Germany =
Phone: +49-(0)-7131-3972-0 « Fax: +49-(0}-7131-255063 BBS: +49-(0)-7131-5972-15 (24h;
19200, 8N1) = E-Mail: support@vortex.de » WWW. http//www icp-vortex.com

United States of America:

ICP vortex Corporation » 4837 West Van Buren Street 85043 Phoenix, Arizona = Phone:
602-353-0303 ® Fax: 602-353-0051 » E-Mail: support@icp-vortex.com = WWW.
http:.//www icp-vortex.com

ICP vortex is member of the RAID Advisory Board, the PCI Spedial Interest Group (PC! SIG)
and founding member of the |,O Special Interest Group {1,O SIG):

iRAB 10" R<!

RAID ADVISORY BOARD

Intelligent Computer Peripherals '
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A.3 Software License Agreement

Please read this Software License Agreement befcre opening the CD/disk packaging and
before starting to use the programs. Each loading of a program covered by this license
agreement, each transmission within any existing network to ancther computer, as well as
each copy on a mass storage system, regardiess of what kind (floppy disk, hard disk.CD,
MO, etc ). represents a duplication of the program according to copyright regulaticns Du-
plication is permitted only with the authorizaticn of ICP vortex.

This authorization will be granted only on the condition that the Software License Agree-
ment stated hereafter is cbserved,

By opening the CD/disk packaging you expressly acknowledge the Software License
Agreement of ICP vortex.

| You are authorised to use the software contained on the enclosed disks, CD-ROMs
and EPROMs/Flash-RAMs on a single computer system only. The testriction to this
one computer system also applies if the disk packaging contains a double set of soft-
ware, for example one set of 35" floppy disks and a CD-ROM. It is further valid if the
package contains several versions of software adapted to different operating systems.
A multi-utilization of the software is only permitted when a multi-user license has
been purchased. The number of further computet systems authorized for usage under
a multi-user license is evident from and limited by that license,

2. 1t is permitted to produce one single copy disk of the software for back-up purposes
only. Furthermore, it is permitted to copy the software onto the hard disk of one sin-
gle computer. It is not permitted to duplicate the contents of the EPROMs and/or
Flash-RAMs on the ICP Controller.

3 The permanent conferring (by sale or donation) of the software is permitted. The new
proprietor must be registered with {CP vortex and must assume all rights and obliga-
tions resulting from this Software license agreement. Each and any other kind of
transter, especially leasing, is not permitted. Copies made by the first user for security
reasons must be destroyed upon transfet.

4 itis not allowed to change the software in its functions or its appearance (especially
trade mark, firm name and copyright reference) or te edit it in any other way. Neither
is it permitted to de-compile or disassembile the software

5. The enciosed software has been carefully copied on floppy disks and/or CD-ROM(s).
However, if the floppy disks and/or CD-ROM(s} should prove to be faulty, ICP vortex
will exchange them within 4 weeks from the date of purchase.

6. |CP vortex makes no warranties, express of implied, including without limitation the
implied warranties of merchantability, functionality and fitness for a particular pur-
pose. In particular, ICP vortex is not liable to you for any consequential, incidental or
indirect damage arising out of the use of this product.

7. This agreement is subject to the laws of the Federal Republic of Germany. Place of
jurisdicticn for both parties is the domicile of ICP vortex Computersysteme GmbH

A4 General Information

The ICP Controller should be installed by an authorized ICP vortex distributor. Precondition
for the safe installation is an anti-static work place {earthed mat on the table with wrist
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bands connected to an earth). ICP vortex does not take any responsibility for damage aris-
ing out of impreper installation. This manual contains all the information available at the
time it was written Errors and/or incomplete information are possible. We are grateful for
any ideas or suggestions for improvement. Additional informatior: may be found in the in-
formation file "README.ENG" on the enclosed System Disk "DOS". Besides up-to-date
information, this file also contains a list of all programs on the ICP System Disks

The contents of the file README.ENG must be read before the ICP Controller is used
for the first time. Qutput is possible on printer or screen.

This User's Manual explains the installation and the operation of the ICP Controller. For
information on the use of the computet system and its operating system, please refer to
the corresponding system manuals. A short list of recommended literature can be found in
the appendix of this manual.

A.4.1 Unpacking the ICP Controller

Open the show box and take out the [CP Controller (leaving it in its anti-static bag), the
disk package and this manua!.

WARNING: Never take the GDT PCB (Printed Circuit Board) out of the anti-static bag
unless this is done at an anti-static work place, and the person handling the ICP Con-
troller is secured with wrist bands against electrostatic charge. If these instructions
are not observed, the CMOS components on the ICP Controller may be damaged or
destroyed.

Store the show box in a safe and dry place.

A.4.2 Delivery Confenis

The following items are delivered with the ICP Controller:

1. ICP Controller in a sealed anti-static bag.
2. Sealed GDT CD/disk package with driver and installation disks and/or CD.
3. This User's Manual

A.4.3 Confents of the GDT Driver Disks and/or (D

A list of the files delivered with GDT can be found in the file README.ENG on the en-
closed GDT System Disk DOS or the ICP CD. The contents of this file can be viewed on
screen or output on your printer. You should not use the GDT System Disks as your working
disks Use an appropriate utility program {for example DISKCOPY of MS-DOS) to make
functional copies of all system disks {please cbserve the software license agreement}. Store
your original system disks in a safe and dry place.

A.4.4 Before You Start

In order to avoid damage caused by improper or faulty usage or handling, we strongly rec-
ommend reading this manual carefully before installation or first eperation

A.5 Product Description

AS.1 Intel i960RD I/0 Processor

The i960RD /O processor is a member of a new RISC CPU generation which was specifically
designed for /O applications. This CPU on an ICP Controller can reach a performance of 40
MIPS and supervises al} tasks of the Fibre Channel / SCSI devices, the RAID controlling and

ﬂ
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the communicaticn with the PCI computer. In doing so. it significantly offloads the PCI
computer, leaving it free to perform its original tasks.

A.5.2 Architeciure - General 32 BIT

To meet the demands on a high performance controller, the bus architecture of the ICP
Controtler has a general 32-bit layout,

32-bit control processor (1I960RD (TM) I/O Processor)
32-bit Fibre Channel processors

32-bit SCSI processor

32-hit bus-intetface {PCI)

32-bit Cache RAM

A.5.3 Cache RAM - Expandable to 128MB

The cache RAM of a ICP Controller consists of one standard PS/2, 72 PIN, 32-bit or 36-hit,
SIMM (Single Inline Memory Module). This can be a Fast Page Mode (FPM) SIMM with an
access time of 60ns (or less), or an Extended Data Out {EDO) SIMM with an access time of
s0ns. Operation of the controller with an EDO SIMM increases the controller's overall per-
formance.

The cache size is flexible as different memory sizes can be obtained by using different
SIMMs. Thus, the memoty can be expanded to 8MB, 16MB, 32MB, 64MB or |28MB. Anin-
telligent muiti-level cache algorithm ensures that a high hit rate (cache hit} is achieved.
Both, look-ahead and special delayed-write cache functions are implemented. With the
GDT configuration program “GDTSETUP" and the monitoring utility GDTMON, the user can
adjust various cache parameters.

A5.4 Compatibility - PU

The controllers of the GDT series have been developed in accordance with the 2.1 PCI-Bus
specifications. They perform full bus-master DMA

A.5.5 Up to 2 Fibre Channel Inferfaces plus 1 Ultra/Wide SCSI Channel

The ICP Controllers are available with one or two Fibre Channel interfaces and have always
one Wide/Ultra SCSI channel for legacy SCS1 devices. Per Loop up to 126 devices can be
connected. The maximum data transfer rate is 100MB/sec on the Fibre Channel and
40MB/sec on the Wide/Ultra SCSI channel.

The Wide/Ultra SCS! channel is equipped with a SCSI-2-compliant (alternative 2}, active, and
software-swit chable SCSI bus termination, which allows for a separate termination of the
fower and higher byte of the SCSI bus.

A5.6 ICP Coniroller Firmware RAIDYNE™ , P(i-BIOS and GDTSETUP

The firmware, the BIOS of the ICP Controller and the configuration program GDTSETUP are
stored in a Flash-RAM on the ICP Controller PCB. The firmware is designed for parallel
processing and it controls all resources of the ICP Controller. This means that the entire
administration of the devices and RAID is exclusively carried out by the ICP Controller.
Thus, the host is significantly offloaded. In addition, this hardware-implemented solution
guarantees the highest achievable security. The controller-BIOS provides a complete PCL
compatible INT13 interface (with 8GB DOS-partition extension) and expands the respective
functions of the system BIQS. It also ensures that operating systems using the INT13 (i.e
MS-DOS, Windows NT} can be booted directly from & device / RAID Array Drive connected
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to the ICP Controlier. The RAIDYNE-Firmware allows for the simultancous operation of disk
arrays with the RAID Levels 0, 1,4, 5, 10 RAIDYNE is also capable of performing an online
capacity expansion of an existing array by adding onc cre more new hard disks. During ex-
pansion the array is fully operational. ‘Another feature of RAIDYNE is the online RAID Level
Migration of an existing array, €.g.. from RAID 0 to RAID 9.

A.5.7 Configuration Program GDYSETUP

GDTSETUP is either loadabte from the Flash-RAM of the ICP Controller (press <CTRL><G>
after the ICP shows the controller BIOS). or from the command prompt under M$-DOS
GDTSETUP has a graphical user interface it provides besides others the following func-
tions:

» Configuration of SCSIand Fibre Channel devices connected to the ICP Controller and
administrated by the GDT cache. Devices not controlied by the cache (CD-ROM, DAT,
DLT, WORM, MOD. etc.) are either operated by means of the ASPI interface, or are di-
rectly supported by the operating system.

» EXPRESS and ADVANCED configuration of single disks, or RAID O, 1. 4,5 and 10 Host
Drives

« Configuration of the ICP Centroller's cache and intelligent fault bus.

A.5.8 Diagnosis Program GDTMON

The diagnosis program (of simply monitor) GDOTMON (GDT MONitor) is a very flexible soft-
ware tool that offers many different diagnosis and maintenance functions during full-
operation conditions. GDTMCN can be used on the fileserver, or remotely from an author-
ized workstation The main functions of GBTMON are:

= Monitoring the disk subsystem performance (KB/sec and I1/Os per sec. of host-, cache-
and physical drives)

Monitoring the utilization of the on-board GDT cache

Online configuration of the GDT cache memory

Online changes of device parameters

Online check of the patity information of RAID 4 and RAID 5 Array Drives

Online capacity expansion of existing Array Drrives

Hot Plug and Hot Fix

LY
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A.5.9 Operating System Driver Software

Drivers for the following cperating systems arc available:

Operating System Driver included with the Controller
Padiage
MS-DOS 3.3tc 6 X Yes
Novell NetWare 3.11, 312 4.x Yes
SCO UNIX System V/386 3.2v5.x Yes
Interactive UNIX V/386 3.2v3 3.2v4 Yes
SCO UnixWare 2.x Yes
IBM 0S/2 2 x, Warp 3, Warp 4 Yes
Windows NT 35x. 4x Yes
Windows 95 Yes
Linux 1.2.13, 1.3.37, 1.397,2.000, 2.0.18 Yes
QNX 4.22 Yes

The following table shows how various devices are integrated by different operating sys-
tems. Please refer to the corresponding chapters of this User's manual and the operating
system documentation for detailed installation information.

Hord Disk | Remov. HDD CD-ROM Shreamer WORM MOD
MS-DOS GDT ASPI or GDT ASPI ASPi ASPI ASPI/GDT
NeiWare GDT GDT ASPI ASPI ASPL ASPI/GDT
UNIX GDT GDT UNIX UNIX UNIX | UNIX/GDT
Win. NT GDT Win NTor GDT| Win NT Win.NT Win NT | Win.NT
0s/2 GDT 05/2 or GDT ASPI ASPI ASPI ASPI or
GDT

GDT: Configurable with GDTSETUP (some MODs are recognized as a hard disk (see your
MOD manual). In this case, they too can be configured with GDTSETUP). ASPI: Integration
by means of an ASPI interface. UNIX, 08/2, Win.NT: Supported by the opetating system.

A.5.10 ICP Conivoller GDT RD Series Board Layout

The ICP Controller PCB (Printed Circuit Board) has several jumpers. in the following illus-
trations, all jumpers are shown in their factory setting. No other jumpers except the TP and
S1 jumpers are user-serviceable and must remain in their displayed position. An instailed

TP jumper means that the ICP Contreller supp

lies the termination power an the SCSI cable

of the Wide/Ultra SCSI channel. The S1 Jumper has to be instailed if the ICP Controtler is
operated with an EDO SIMM. For operation with a Fast Page Mode SIMM, the jumper tnust

not be set
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GDT5519RD Overall View

DB9 connector for FC-Al port A,
CPY cooler for i960RD.

72-PIN EDO or FPM SIMM with 32
Bit or 36 Bif (not included).
Terminator Power Jumper for
Ulira/Wide SCSI channel (normalfy
dosed).

LEDs. $(green)=Status.
T{green)=DMA irgnsfer.

S¢Sl FCA(yeliow) =Acdtivity on FC-AL
and UHra/Wide SCS1.

LED. SUM(yellow)=Activity of all
FC-AL and Ultra/Wide SCSI accesses.
Connectors for secondary buzzer
and temperature-olarm.
Lovdspeaker.

Connector for 50 pin SCSI cable.
Connector for 68 pin SCSI cable.
Jumpers 1 and 52,

51 =closed: EDO SIMM

$1=open: FPM SIMM

52 always open.

Jumpers $3 and $4. Always dosed.
Feature Socket A (P1CC32 for addi-
tional Flash-RAM).

Terminator key if DRAM Battery
Power Module not instolled. Key
can be also installed 180 degrees
dockwise rotated).

Connector for external LEDs,

Sum: All FC-AL and Ultra/Wide acti-
vities.

FC-A: Adtivity on FC-AL port A

$CSI: Activity on Ultra/Wide SCSI
channel,

ﬁ
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GDT6529RD Overall View

DB$ connector for FC-AL ports A & B.
CPU cooler for i960RD.

72-PIN EDO or FPM SIMM with 32
Bit or 36 Bit (not induded).
Terminator Power Jumper for
Ultra/Wide SCSI channel (normally
dosed).

LEDs. S{green)=Status.
T(green)=DMA fransfer. SCSI,FCA,
FCB(yellow)=Adtivity on FC-AL and
Ultra/Wide SCSI.

LED. SUM(yellow)=Activity of all F(-
Al and Ulira/Wide SCSI accesses.
Connedlors for secondary buzzer and
temperaiure-alarm.

Loudspeaker.

Connector for 50 pin SCSI cable.
Connector for 68 pin SCSI cable.
Jumpers 51 and 52.

$1=closed: EDO SIMM

SI=open: FPM SIMM

52 always open.

Jumpers 53 and $4. Always dosed.
Feature Socket A (PLCC32 for additio-
nal Flash-RAM).

Terminator key if DRAM Battery Po-
wer Module not instalied. Key can be
also installed 180 degrees clockwise
rotated).

Connecior for external LEDs.

Sum: All FC-AL and Ultra/Wide activi-
ties.

FC-A: Activity on FC-AL port A

FC-B: Activity on FC-AL port B

SCSi: Activity on Ulira/Wide SCSI
channel.
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B. Hardware Installation

ﬂ

B.1 Before Installation

The ICP Controller is designed for minimum power consumption and maximum opefa-
tional security. it therefore contains delicate electrical components (CMOS5). In order to
avoid damages caused by electrostatic charges, the following warning must be observed
during installation:

Never take the ICP Controller out of the anti-static bag unless this is done at an anti-
static work place and the person handling the ICP Controller is secured against elec-
trostatic charge through wrist bands. If these instructions are not observed, the user
risks damage or destruction of the CMOS components of the ICP Controller |

B.2 Tools

Before installing, please switch off the complete computer system and remove all cables
including the power cable Open the case of the host computer with an appropriate screw-
driver {usually 2 medium sized Philips screwdriver).

B.3 Installing the Cache RAM SIMM

1t 75 not possible fo operate the ICP Controller without Cache-RAM.
The ICP Controller is delivered without RAM (OMB).

If the ICP Controller is not yet equipped with cache RAM, or if another SIMM is to be in-
stalled, we recommend adding it before you install the [CP Controller in your computer sys-
tem As mentioned before. the ICP Controller can be run with different cache RAM sizes.

SRR

The minimum cache RAM size is 8MB. The maximum cache RAM size is 128MB. The ICP
Controller provides one socket for a standard 72 PIN SIMM (Single Inline Memory Module)
The SIMM can either have parity {=36 Bit), of non-parity (=32 Bit). The ICP Contreller's
memary controller can use a Fast Page Mode (FPM) 5IMM with 60ns (or less) or an Ex-
tended Data Out (EDO) SIMM with 50ns. The use of an EDO SIMM increases the perform-
ance of the ICP Controiler. The SIMM is correctly plugged into the SIMM socket if it is
engaged correctly into the socket's metal hooks and if all contacts of the SIMM are equally
contacting the corresponding pins of the socket.

Automatic Cache RAM Recognition
Each time you switch on the computer system, the ICP Controller automatically recognizes
how much cache RAM is available and configures itself accordingly.
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Recommended SIMM Manufacturers

SIMMs from Goldstar, Motorola, Micron, NEC, Samsung, Siemens, Texas lnstruments, and
Toshiba have been successfully tested with the ICP Controllers. This recommendation does
not imply an evaluation of quality. SIMMs from other manufacturers may be equally suit-
able. You can use single- and double-sided SIMMs. When using double-sided 5IMMs with
high power consumption special care should be taken that both, the IiC¥ Controlier and
SIMM are properny cooled.

SIMM sizes and types which can be used on the jCP Controller:

Fast Page Mode (FPM) SIMM, | Extended Data Out (EDO) SIMM, RAM Size
60ns (or less), jumper S1 net set 50ns ', Jumper S1 set
7M* 32 and 2M*36 2M*32 and 2M*36 8MB
aM*32 and 4M*36 AM*372 and 4M*36 16MB
8M =32 and BM*36 8M*32 and 8M*36 12MB
16M*32 and 16M*36 16M*32 and 16M*36 64MB
12M*32 and 32M*36 72M*32 and 32M* 36 128MB

* when using an EDO SIMM on the ICP Controller, jumper S1 has to be set (see next
page). For the operation of a Fast Page Mode SIMM 51 must remain open, We have tested
several EDO SIMMs with 60ns without any problems, but according to the specification of
the ICP Controller's Intel i960RD CPU, 50ns are necessary to comply with the timing re-
quirements.

Obviously, the guestion arising at this point is: “How much cache RAM do 1 need 2"

In the following table, we made RAM equipment suggestions for the minimum, typical and
optimum RAM size (Note: Naturally, all ICP Controllers work tlawless with the smallest
RAM size stated in column 2 of this table).

Suggested RAM equipment

Minimum Typical  Optintum
64-EDO

Controller |Usable Sizes
in [MB]

8163264128

GDT6519RD
GDT6529RD

Y
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@ %5
LR J
LA

FPM SIMM EDO SIMM

B.4 Fibre Channel Arbitrated Loop Topology - Facts

The GDT6519RD and GDT6529RD support the Arbitrated Locp Topology.

The Arbitrated Loop (AL) allows up to 127 ports to be connected in a circular daisy chain,
Data is transferred from one device to its neighbor in the chain The ports in an AL are
designated as NL_Ports, and two ports can be active simultaneously The other perts fune-

Node A Node B

TX—————D-;RXI

NL_Port O NL_Port 1
‘ RX ™
Node D > < Node C
I T RX |
NL_Port 3 NL_Port 2

E{« X

tion as repeaters and simply pass the signal along. This means, of course, that the band-
width of 100MB/sec is shared among all devices. Just as in a token ring, each device on the
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Arbitrated Loop sees every message, keeps those meant for it, and passes all others along,
Fibre Channel Arbitrated Loop (FC-AL) is a subset of a Switched Fabric.

ICP controliers are available either as single port controlier (GDT6519RD] , with one FC
channel, or dual port controller (GDTE529RD), with two independent channels

Single channel systems cost less, but they have the disadvantage that if the cable itself, or

FC Hard Disk Enclosure

[Rx
iE}
FC Controller
7
Single FC Arbitrated Loop FC Hard Disks

TX = Transmitter RX = Raceiver

some other connecting component fails, the controller can no lenger communicate with
the FC devices. A dual port controller allows a system to be constructed with each device
attached to both cables, so that if one cable fails, the other takes over all 10 operations

FC Hard Disk Enciosure

—
il
& — — 1
. ) R [TrA [ [ TR | TRt | [ R [
ontrolle:
d i | o[ {[Reifex]| | Rl Drxli LR
) —

EIE]

Dual FC Arbitrated Loop TX = Transmitter RX = Raceiver

B.4.1 Fibre Channel Hard Drives

FC hard drives are built with a 40 pin SCA connector (Singie Connector Attachment), which
provides all necessary signal connections and electricity te the hard drives. This SCA con-
nector enables hard drives to be easily built into an external enclosure with an SCA back-
plane. The drawback of the SCA connector. however, is that the hard drive can no longer be
connected directly to the controller with a simple cabie, but needs a specific FC-5CA to DB
9 adapter. This adapter converts the SCA connection on the hard drive into cne or, in the
case of a dual port hard drive, into twe DB ¢ female connectors, so the appropriate DB 9
male connector can be attached  The adapter also has a connector for the electrical current
to the hard disk. When using such adapters, a loop back connector must be used to com-
plete the communication leop.

If the hard drives are used in a dual loop contiguration, they must have two NL_Ports.

—F IRANIFS

2 et A i N

FC-SCA Connector (front view)
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When choosing FC hard drives, those with the shortest seek times and highest RPMs usu-
aily provide best performance. The seek time refers to the amount of time the drive
read/wtite head needs to access specific data sectors on the disk. The shorter the seek
time, the less time spent waiting during random reads/writes. Higher RPMs translate into
better sequential data transfer rates and better read/write times

B.4.2 FC Hard Drive Endosvres

A FC hard drive enclosure functions not only to physically house the drives, but must also
control electrical current and temperature. In chocsing an enclosure, important features to
consider are redundant and hot-swappable power supplies and fans. These components
have a relatively high failure rate and, if they are not redundant, their failure can lead to
hard drive failures.

The FC hard drive enclosure assigns to each hard drive a unique ID in the Loop.

Enclosures for RAID systems must aiso support the interactive change-out of a hard disk
during system operation (Hot-Plug). To achicve this, the enclosure must have Port Bypass
Circuits (PBC), which are located on the backplane and redirect data paths while the failed
hard drive is exchanged This prevents disruption of the Arbitrated Loop. While using a
system with PBCs, one must take care that the allowable cable lengths between devices
specified for FC-AL are not exceeded. In addition, pay attention to whether the enclosure
can support a dual loop configuration. In order to provide the highest level of fault toler-
ance, some FC enclosures have two compietely independent, redundant loops. If the hard
drives and controller also provide two FC ports, the system can be completely redundant,
with redundant cabling. If one loop fails completely. the second can still carry all commu-
nications between controller and hard drives.

ﬁ
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Another consideration is whether the enclosure supports Media Interface Adapters (MIA).
Thesc adapters transform the clectrical signals from hard drives into optical signals. in or-
der for these adapters to function, however, the DB 9 connectors must provide the neces-
sary electrical support. MiAs allow a controller with copper cabling te be used with a fiber
optic system

A modern enclosure should alse provide a management interface, through which a RAID
controlier can communicate information regarding the status of the system. For example,
the enclosure would communicate information about fan or power supply failure to the

PBC—T
Hard Disk
L

controller. which would then notify the system administrator. Similarly, the controller
communicates with the enclosure, indicating which hard disk has failed, so that the system
administrator can see on the enclosure display (Fault LEDs or LCDs) which disk needs to
be swapped.

B.4.3 FC Connectors and Cables

A net data transter rate of 100 MB/sec corresponds to a signal frequency on the FC cable of
1 CHz This extremely high frequency necessitates the highest quality connectors and ca-
bles, which means only those from reputable manufacturers should be used

Becausc the distances between individual FC devices (RAID controllers and hard drives) in

mass storage systems are not great, the less expensive copper cabling is most often used
Three different kinds of copper cabling with DB 9 connectors {similar to serial PC interface)

ﬂ
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are defined for FC: Video Coaxial, Miniature Coaxial and Shielded Twisted Pair. This ca-
bling enables the 100 MB/sec transfer rate for distances up to 25 meters.

If the FC devices or device groups (such as a complete FC enclosure] have to be further
than 25 meters apart, the signal transmission can be carried via optical fiber, The 50 pm
multi mode optical fibers with shortwave lasers can handle cable lengths up to 500 meters,
and the 62 5 um multi Mode optical fibers up to 175 meters. 5C duplex connectors should
be used in these situations. 9 pm single mode optical fiber with longwave lasers can travel
up to 10 km. (The distances discussed here refer to the distance between devices, not the
length of the entire cable, as is the case with SCSL)

Because the laser power necessaty for the extremely long distances poses a threat to the
human eye, a protective systemn called Open Fiber Control [OFC) has been defined  The
receiver normally sends continual acknowledgments of receipt of the laser signals. lf the
transmitter does not receive this acknowledgement, the laser signals arc immediately
stopped.

There is also a non-GFC system, used when the power of the laser is not dangerous to the
eye, 50 no receipt acknowledgements are sent. QOFC and non-OFC systems are hot com-
patible.

Example for a copper cable.
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Example for a fibre optics cable,

B.4.4 Media Interface Adapter (MIA)

MIA adapters transform the electrical signals used by copper cabies into optical signals
transmitted by optical fibers. One end of the adapter has an FC DB 9 male connector and
the other end has an SC duplex female connector for the optical fiber.

The adapter uses a laser diode to transform electrical signals into light signals and an opti-
cal sensor te perform the reverse function. The necessaty electricity for the adapter must
be delivered by the DB 9 connector. Compatibility with MiAs is an important point 1o con-
sider when choosing FC devices. These adapters provide a very cost-effective method to
connect FC devices which are located far from one another.

MIA
Media Interface Adapter

5C Dupiex Optical
Interface kor the
Fber Cable
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Example for a MIA and a SC fiber optics cable with a GDT6519RD
(MIA and fiber optics cable plugged into the fernale DB9 connector of the GDTA5I9RD)

ﬂ
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GDT6519RD and a FC-AL subsystem

Example for a copper cable between o
le DRY connector of the GDTH219RD)

lugged mnto the fema

or of copper FC-AL cable p

[DB9 connect

{DB9 connector of copper FC-AL cable plugged into the female DBY connector of the subsystem)
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Example for a Dual Loop Configuration with a GDT6529RD

|
MIA GDT6529RD

Multimode Optical Media Interface with DB9 N
Fiber Cable Adapter Copper Cable Connectors .+

I
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Server with
GDT6529RD

Two Fibre Channel Arbitrated Loops with
Multi mode optical fiber cables.
Up to 500 meters and 100MB/sec.
One loop can fait and the system continues to operate.
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B.5 The Basics of SCSI

It is very important for you to observe the information and notes given in this section of the
User's Manua! because it helps to ensure that the SCSI devices that are used in connection
with the [CP Cantrollers are operated in a successful, long-lasting and trouble-free manner.
In many cases, this information is not only applicable to ICP Controllers, butin general to
all those SCSI systems which, like the ICP Centrolters, use Single Ended SCS! bus channels.
According to its definition, the SCSI bus provides access to several participants that are
physically connected through an appropriate sCsl bus cable To achieve a sufficiently good
with the ICP Controllers are operated i a successful, long-lasting and trouble-free manner.
fn many cases, this information is not only applicable to ICP Contrellers, but in general to
all those 5CSI systems which, like the ICP Controllers, use Single Ended SCSI bus channels,
According to its definition, the SCSI bus provides access to several participants that are
physically connected through an appropriate 5CSI bus cable. To achieve a sufficiently good
signal quality, it is not only recommended to use vety good cables and connectors, but also
to terminate both ends of the cable properly. For an unambiguous identification on the
bus, all participants have a unique number — the so-called SCSI-ID. Further details on these
topics can be found on the following pages.

Please note that 98% of all SCSl-related problems are caused by bad SCSI cables,
wrong SCSI bus termination and duplicate SCSI-IDs.

Recently, strong efforts have been made to automate the setting of the SCSI bus termina-
tion and SCSI-ID on the SCS1 bus. An appendix to the SC5I-3 specification with the title
SCAM (8CSI Configured AutoMatically) has been created. It includes a deseription of all the
functions necessary for building a SCAM compatible SCS! device or controller. Unfortu-
nately, in real life SCAM is rather a defirition than a useful help. Even worse, SCAM has
added other problems and more confusion to the already difficult SCSI topic. As long as it
is possible to buy and operate SCSI devices without the SCAM feature (99.9% of all cut-
rently availabie devices do not support SCAM), massive problems are very likely to oceur.
Therefore, the ICP Controllers only rely on the well proven and standard method of setting
SCSI-IDs and SCSI bus terminations and do not expect any further capabilities of the SCSI
devices.

B.5.1 SCSI Cables

The quality and overall length of the cable, as well as the number and quality of the 5CS|
connectors is very important for both internal and external $CS! cables. Generally, internal
5CS] cables are 50 or 68 conductor flat ribbon cables. To connect external SCSI devices,
round and shiclded cables with appropriate connectors are typically used. The minimum
cross section per line has been defined in the 5CSI-3 specification as follows:

» 50 conductor cables: minimum 28 AWG conducters and with
= 68 conductor cables: minimum 30 AWG conductors.

The typical impedance of a SCS! cable is 84 Ohm +/- 12 Ohms. The maximum difference in
impedance between twe conductors of a SC5] cable must not exceed 12 Ohms. External
round cables should have a SCSl-compliant placement of the inside conductors. Besides
the cables, the right connectors for a cable are also very important. it is highly recommend
1o use highest quality connectors, only. The following table shows the maximum cable
lengths allowed for a given transfer rate. Based on many years of SCSI experience, the
lengths we recommend are in some cases shorter than theoretically possible. The informa-
tion in the table refers to one SCSI channel and represent the overall length of the cable,
including internal and external parts.
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SCSI Bus Width | SCS1 Mode Synchronous Data Number of Maximum
transfer Rate Participants Length
8 Bit, narrow Fast 10 MB/sec. 3 20m
8 Bit, narrow Fast-20, Ultra 20 MB/sec. 4 1.5m
16 Bit, narrow Fast 10 MB/sec, 8 20m
16 Bit, wide Fast 20 MB/sec. 8 20m
16 Bit, wide Fast-20, Ultra 40 MB/sec. 4 1.5m

with regard to Fast-20 devices, the maximum number of participants and the maximum
cable length have to be strictly observed when a Fast-20 device (even if it is only one) is
running in Fast-20 mode. In each case , the minimum cable length is 0.5 m. In addition to
specifications mentioned above, the following should be kept in mind when selecting and
installing SCSI cables:

= Always install SCSI cabies that are as short as possible. The lengths in the table above
are absolute maximum lengths. (Total length of internal and external cables per chan-
nel).

= Avoid using SCSI cables with more connectors than actually needed. Never select a SCSI
made or operate a SCSI device with a cable that is not appropriate for this mode

» The minimum distance between two connectors of a SCSI cable is 20 em.

» Avoid cable stubs. If this is not possible, keep the stub length below 10 cm.
“Star cablings” are not allowed.

* Keep the number of transitions from flat to round cables and vice versa as small as pos-
sible. [t is usualty best is to use flat or round cables, only.

= Check these points when routing SCS! cables:
- Avoid kinks in the SCSI cable
- Do not roll the SCS1 cable up on itsclf
- Avoid routing the cable next to other cabies
- Avoid routing the cable in the vicinity of noise sources such as power supplies
- Avoid routing the cable over sharp edges and in areas where it could get caught up
- Avoid routing/sticking the cable directly onte metal surfaces

Below is a list of some manufacturers of high quality SCS! connectors and cables: 3M, AMP,
Amphenol, Fujitsu, tarting, Honda, Methode, Molex, Rokinson Nugent, Yamaichi

When making home-made SCSI cables, make sure that the insulation displacement con-
nectors are properly aligned and firmly pressed into the flat ribbon cable. Otherwise, the
whole cable might tutn out to be a big short-circuit. Furthermore, check carefully that PIN 1
of the cable connects to PIN | of the connectors. A simple short-circuit and continuity test
before running the devices helps you to save time and money

The same warnings as for home-made cables apply when you buy non-brand cables. If you
plan to run Fast-20 devices. you should explicitly ask your dealer if these cables are appro-
priate for the Fast-20 mode. {Note: The ICP product range alsc includes some high quality
5CSI accesscries. Along with external SCSI brackets, there is a special FAST-20 Wide SCSI
cable Please see section B.5 4 of this User's Manual or check our Website: http:/www icp-
vortex.com, for further details),
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Example for a SCSI Flat Ribbon Cable for 8 Bit SCSI Devices (narrow)
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Example for a 5CS1 Flat Ribbon Cable for 16 Bit SCSI Devices (wide)
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B.5.2 SCSI Termination

In order to ensure a flawless and interference-free signal transmission on the SCSI bus and
to minimize the detrimental effects of external noise generators, both ends of the SCSI ca-
bie have to be terminated. The SCSI specification prescribes two alternative termination
modes for Single-Ended SCS1 bus systems: the passive termination and the active termina-
tion, also known as Alternative-2 termination. The passive tertinaticn consists of & 220
Ohm pull-up and a 330 Ohm pull-down resistor for each signal. Today, the passive termina-
ticn is mostly used in systems with synchronous data transfer rates not exceeding 5
MPB/sec, which is rather slow. The active termination circuit consists of a 110 Ohm preci-
sion-resistot per signal and a common 2.85Volt voltage regulator. Thus, all signals are ac-
tively pulled up to a certain level The active termination provides much better signal
quality and significantly reduced liability to noise. All ICP Controllers are equipped with an
active SCS1 bus termination. The voltage for the termination circditry (passive and active) is
supplied either by the SCSI device itself, or by the TERMPWR line of the SCSI bus. Every
SCSI device, regardless of whether it is a hard disk, a printer, or a ICP Controller, must have
a SCSI bus termination [ addition, it must be possible to enable and disable the SCS1 bus
termination (on some devices, resistor array packs or a jumnper have to be removed, on
others, like the [CP Controllers, soft-switches allow a very comfortable setting of the SCSI
bus termination]. Furthermare, on each SCSI device it must be possible (for example
through a jumper) to switch the voitage on the terminator power line (TERMPWR) of the
SCS1 cable on or off. For all configurations with ICP Controllers, we recommend that you
use exclusively SCSt devices with an active SCS! bus termination.

= Always use active SC5| bus termination.

» Do not use SCSI devices with passive SCSI bus termination (e.g., CD-ROMs) for the ter-
mination of the 5CSI cable.

= Always terminate only the two ends of a SCSI cable.

The TERMPWR jumper {TP) on the ICP Controller PCB should always be set. In this way. it
is the ICP Controller which supplies the termination power on the SCSI cable and no other
SCSi device may supply termination power on the cable.

The connections listed ir the table below are the enly valid connections allowed. Any other
connection setup, even if physically pessible, is not allowed as it will cause serious mal-
functions of even the destruction of the SCSI device and/or the ICP Controller.

Internal female connector, Internal male connector Termination Setting
68 pin 50 pin of the ICP Controller
Occupied and end terminated Not occupied On
Nol occupied Not occupled on
Not occupied Occupied and end terminated On
Cceupied and end terminated COccupied and end terminated Off
Nol occupied Qccupied and both ends terminated. Off

i e the connector is located between
the both ends
Occupied and both ends terminat- Not occupied Off
ed, i.e.. the cannector is located
between both ends

B.5.3 SCsi Ip

All participants on the SCSi bus must have a unique identification number, that is, each
number can only be used once on a given cable Each SCSI device is uniquely addressed
through its SCSI 1D
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»  All participants of a SCSI bus must have a
s The factory set SCSI 1D of
»  Upto 7 SCSI devices can

a4

different SCSI 1D,
the ICP Controller SCSt channel is 7.
be connected to a single SCSI bus. SCSI IDs are 0to 6.

On hard disks. CD-ROMSs, tape streamers, etc., the SCSIID is normally set through jumpers

or small

switches in the GDTSETUP program
nel it is recommended to leave the defaul

DIP switches. The ICP Controllers offer a far more comfortable method: software
allow you to easily set the SCS! 1D of a GDT SCS! chan-
t 1D value at 7. Some operating systems require

that the SCSI |D of certain SCS! device (e g, tape streamer, CD-ROM) is set to a particular

value (for more information, please refer to t
iNote: More than 7 SCS| devices on a 16 Bit cabl

disk arrays. The SCS1 bus utifization is too high}.

B.5.4 ICP 5CS!1 Accessories

he appropriate chapter in this manual).
e represent a performance bottle-neck for

Order # ] Part Name Description Application
8840 Fast-3CS5I1 External SCSI connector with an Conrnection of an external Narrow/Ulira
Bracket internal 50 pin hcader and an exter- | SCS! subsystem with an internal Nar-
nal S0 pin HD 5C3i connector (fe- row/Ultra channel
male)
8841 Wide-5CSI 16 Bit to 8 Bit 5C5! adapter with a 50 | Connection of Wwide/Ultra SCS! devices
Adapter pin header and a 68 pin HO 5CSI with an 8 Bit 50 pin flat ribbon cable
connector (male]
8842 Wide-5CS! External SCSI connector with an Connection of an external Wide/Ultra
Bracket internal and an external 6& pin HD 5051 subsystemn with an internal
| SCSI connector (female) WidesUltra channel
B843 Wide/Uitra 80 crn Wide/Ultra SCS1 cable with Connection of up to 3 internal Wide/Ultra
Flat Ribbon four 6& pin HD SCS1 connectors 505| devices per 5CSI channed
Cable (male)
8846 Narrow-Wide | External SCSi connector with an Connection of an external Narrow/Ultra
Bracket internal 68 pin connector (female) 5CSI subsystermn with an internal
and an external 50 pin HD SCSI con- | Wide/Ultra channel
nector (female)

B.5.5 Examples

Below are some examples of correct SCSI cabl

ings, SCSI terminations and SCSI-1D settings
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One Internal 16-Bit 551 Device
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Several Internal 16-Bit SCSI Devices
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Two Internal $CSI Devices (16 Bit and 8 Bit)
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B.6 ICP Controller Installation

Make sure that the ICP Controller is equipped with an appropriate SIMM (at least 8MB). As
already mentioned in section B.3 of this User's Manual it is not possible to operate the ICP
Contreller without a SIMM

Step |
Switch off the PCl computer system and remove all cables (first of all the power supply)

Step 2
Foliowing the instructions in the computer manual, open the case of the PCl computer, sa
that you have easy access to the PCI expansion slots,

Step 3

Select a frec PCI bus-master slot and remove the metal bracket, following the instructions
in your PCI computer manual. It is essential that the ICP Controller is plugged into a bus-
master slot (it will NOT work in a slave or non-bus-master slot}, Some motherboards have
only | bus-master slot. Make sure that the selected slot has a sufficiently cooling airflow
Permanent overheating of electronic devices decreases their iife time drastically.

Step 4

Bush the ICP Controller firmly into the correct PCI bus-master slot Make sure that the con-
troller fits tightly into it. and that the external connectors stick out of the computer case
Now. fix the ICP Controller by tightening the screw of its bracket.

Step 5

To connect the Fibre Channel enclosure use either a copper round cable, or an optical fiber
cable (with MIAs). Make sure that cables are fastened with the corresponding connecters.
To connect internal SCS1 devices, use the internal SCSI connectors of the ICP Controller.
You need 50-pin or 68-pin SCSi flat ribbon cables with appropriate connectors. Please ver-
ify that the colared core of the SCS1 flat ribbon cable connects PIN1 of the GDT SCSI ¢con-
nector to PINT of the SCSI device

Step &
If required, you can connect the HDD-front-LEDs of the PCl computer system to the LED
cennectors of the ICP Controller.

Step 7
Before the PCI computer system is switched on, check the following points over again:

s Isthe SIMM plugged firmly into the SIMM socket ?

= |sthe ICP Controller plugged firmly into one of the PCI bus-master slots ?
« s the Fibre Channel enclosure properly cennected with the ICP controller.
«  Ate the SCSI-IDs set correctly ?

Are the SCSI-bus terminators plugged/set correctly ?
Are the SCSI flat ribbon cables connected correctly ?

Step 8
Alter having checked all the points in "Step 77, reconnect the PC| computer system to the
power supply. Do not close the computer case yet,
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B.7 ICP Controller Function Check

Before we pul the ICP Controller inte operation for the first time, we would like to spend a
few words on the PCI 2.x compatibility requirements a PCl computer system (especially the
motherboard and the motherboard's BIOS) should meet

B.7.1 PCl 2.x Compatibility Requirements

A pre-condition for a flawless installation of PCI bus-master expansion cards (the ICP Con-
trollers belong to this group of expansion cards} in a PCl motherboard is a 100% PCI 2.x
compatible System-BIOS.

We have chserved more than once that a motherboard declared fully PCI 2.x compatible
was equipped with a Systern-BIOS (located in an EPROM or FLASH-RAM) which was not
PCI 2 x compatible at all. To make up for this, many manufacturers of PCI motherboards or
PCI computer systems offer their customers a BBS mailbox system from where the latest
BCl-system-BIOS version can be downloaded by modem.

As PClis a rapidly growing market and more and more bus-master expansion cards (high
performance disk and LAN cantroliers) are becoming available, we have no doubt that such
problems will be resolved very quickly by the respective system-BIOS manufacturer

The System is fully PCl compatible.

If your PCl motherboard/computer is 100% PCI compatible, its PCI system-BIOS will toa
large extent automatically (plug & play), carry out the configuration (e.g., mapping of the {CP
Controller's BIOS and DPMEM, assignment of a proper system IRQ to a PCI interrupt). This
means that the PCl computer system |with its motherboard and PCl system-BIOS) must
meet the following requirements:

i The PCl computer system must automatically assign (map) the ICP Controiler BIOS to
an adequate address in the lower, IMB area of the computer system’s main memory

2. The PCl computer system must map the ICP Controller's Dual Ported Memory
(needed for high performance operation) to an adequate address in the lower, IMB
area of the computer system’s main memory. In addition, it has to disable the shad-
owing of this address <SPACE>.

3. Assigning a system iRQ tc a PCl interrupt
The PCI 2.x specification presezibes 4 PCl interrupts, called INT A, INT B, INTC and
INT D. A PCl interrupt must be assigned to a free (unused) IRQ of the PCI mother-
board or computer. The ICP Controller is shipped with PCIINT A

Depending on the manufacturer of the PCl computer system, there are several ways to
carry out this task:

. automatically (automatic IRQ routing)
. with the PCI Systermn-BIOS sefup program
. with the PC| Syster-BIQS setup program and

jumper settings on the system motherboard

Depending on the BIOS manufacturer {e g., Award, Phoenix, AMI ctc). the setup pro-
gram is activated by pressing a certain key-combination shortly after the reset {cold
Boot or warm boot). For detailed information on the key-combination and the jump-
ers’ locations and settings, please refer to the system manual of your PCl mother-
board or computer.
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The System is not fully PCI compatible.

Problems may occur if the motherboard and/cr System-BIOS are not fully PCI 2 x compati-
ble. The best remedy is to update the PCl system-BIOS to the latest version.,

Furthermore, we have integrated into our GDT BIOS various routines (tricks) which remedy
the incompatibilities of some PCl system-BlOSes, at least with regard to the ICP Controller.

B.7.2 Switching On the PCI Computer System

Now. after having installed the ICP Controiler and the devices, check whether the controller
is working correctly. If the ICP Controller is the only controller in the computer system, set
hard disks C: and D: to net available in the System-BIOS setup program of the computer.
Nermally, you can start the BIOS setup program by pressing a certain key-combination af-
ter switching on the computer After switching on the PCI computer system, pay attention
to the LEDs of the ICP Controller.

. If everything is installed correctly, the green LED "5 will light up when
switching on the PCl computer system. The green LED "S" (S for status) shows
that the ICP Controller is online. If this green LED does not react as described
above, switch off the PCl computer and double-check the correct installation
of the ICP Controller.

. The electronic loudspeaker of the ICP Controller gives forth a series of 4 sig-
nals with a pause between the first two).

. The other green LED "T" may flicker sometimes (it always lights up during
8US-Master DMA transfers; the brighter it lights, the more DMAs).

. The yeilow LEDs indicate accesses to the devices, They also may flicker occa-
sionally as GDT scans the Ochannels for existing devices

The GDT boot message appears. [n the following example, a GDT6519RD Controller has
been detected in PCl slot 3, and it has 16MB of RAM ("16 MB RAM detected. ") On the

SCS1 channel is a Quantum drive and a DLT2000XT streamer. On the Fibre Channel port
four Seagate Barracuda drives are detected. They form one RAID-5 host drive.
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GDT - PU Disk Array Conivoller BIOS Version 2.550
Copyright (C) 1991-98 by (P voriex Computersysieme GmbH Mor 3 1998
Al rights reserved!

BI0S locerted ot OxO00E0Q00 - Ox000EIFFF

I Controller(s) found, Selftests OK, scanning I/0 channels ...

[PCI 0/3] DPMEM ot 0x000D0000 - Ox000D3FFF INTA = IRQ10

{PC1 0/3] GDYE519RD -- HWLO -- 16 MB RAM -- 1024kB/OkE Flash-RAM

[Pl 0/3) Serial-No. 00123412 -- RAIDYNE-FW-Version 2.21.00-RFFF -- Mar 17 1998

[Pt 0/3] SCS1-A 1D:0 LUN:D -- QUANTUM XP34300W

[PCl 0/3] SCS1-A 1D:1 LUN:0 -- DLT2000XT

[PC1 0/3] lniﬁalix%fbre Channel Link:

[PCt 0/3] FCAL-A: Fibre Channel Private Loop inifialized

[PCI 0/3] FCAL-A 1D:0 LUN:Q - SEAGATE STI9171KC

[PCI 0/3) FCAL-A ID:] LUN:0 - SEAGATE STI91TIFC

[PCI 0/3] FCAL-A 1D:2 LUN:O -- SEAGATE ST19171KC

[PC1 0/3] FCAL-A 1D:124 LUN:0 -- SEAGATE STIN7IK

[PCI 0/3] RAID-5 Host Drive | installed (ready)

»ne Pross <CTRL> <G> to entor GDTSETUP «a

The single messages have the following meaning:

BIOS located at 0xDOOEODO0 - OxDOOE]FFF

Unlike ISA or EISA computers where the BIOS address of a peripheral expansion card is set
manually (ISA, jumpers} or with the help of a configuration file (EISA, cfg file) and the ad-
dress space is determined by the user, the PCI system-BIOS automaticaily maps the BIOS
of a PCl compatible peripheral expansion card to a memory address. At each cold or warm
boot, it determines which address space tc assign to the BIOS of an expansion card. The
message shown above reports the physical address occupied by the GCT BIOS.

[P€1 0/3]

PO device, bus system @, slot 3. The PCI 2.x specification allows several PCl bus systems to
be present in one PCl computer. All ICP Controllers have been designed to suppart multi-
ple PCl bus sysiem computers. The slot number indicated in the message above does not
refer to the 3rd PCI slot, but indicates that the ICP Contrcller is plugged into a slot which is
the third cne the PC! chipset of the PClL computer can access. To determine which physical
PCI slot this corresponds to, consult the system manual of your PCl computer.

DPMEM af 0x000D0000 - 0xD00D3FFF INTA = IRQ10

DPMEM stands for Bual Ported MEMory. The ICP Conttoller needs this 16KB address space of
the PCl Computer for the command communication. In our example, the address space
begins at DO00:0000 and ends at DO0O: 3FFF (D000 is the segment address). As with the ICP
Controller BIOS, this mapping. is also automatically carried out by the PCl system-BLOS.
This informaticn is essential when installing Expanded Memory Managers under DOS and
Windows The GDT DPMEM address space has to be excluded from the control of such a
manager. (For more details, see chapter € of this manual). Furthermore, this messages tells
us that the PC1 INT A of the [CP Controller has been assigned to the system Q18 This as-
signment, is also carried out automatically if the PCI system-BIOS is 100% PCI 2.X com-
patible.
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GDTES19RD -- HWLO -- 16 MB RAM - 1024kB/0kB Flash-RAM

GDT6519RD -- BWLD stands for the type of ICP Controller found by the GDT BIOS. HWL
means Hardware level 16 MB RAM indicates that the installed SIMM is a 16MB, non-patity
Fast Page Mode (FPM) SIMM. Depending on the type and size of the installed SIMM the
following messages are possible (xx = 8, 16, 32, 64, 128):

xx MB RAM xx MB Fast Page Made {FPM) SIMM without parity (i.e. 32 bit)

xx MB RAM/P xx MB Fast Page Mode (FPM) SIMM with parity (i.e. 36 bit)

xx MB EDO-RAM  xx MB Extended Data Out (EDC) SIMM without parity (i.e. 32 bit}
xx MB EDO-RAM/P xx MB Extended Data Out (EDO) SIMM with parity (i.e. 36 bit})

Wwhen a parity SIMM is installed this message is followed by: ECC/Pority support enabled.
1024kB/0kB Flash-RAM i dicates the size of the installed Flash-RAM. ~ 1024kB" refers to the
onboard Flash-RAM size. The "/0kB" stands for an empty Flash-RAM expansion socket (Fea-
ture Socket).

$CSI-A indicates the SCSI devices connected with the controlier's separate Uitra Wide SCSI
channe!. FCAL-A or FCAL-B {with o GBT6529RD) indicates the Fibre Channel devices connected
with the controlier's Fibre Channel Arbitrated Loops.

wow Pross <CTRE> <G> to enter GDTSETUP <<=

After pressing this hot-key, the message Enfering GDTSETUP. Plense wail... appcars. The SCSI
bus scan is completed and the built-in GDTSETUP configuration program is loaded. It al-
lows you to configure RAID Array Drives,

B.7.3 Trouble Shooting

if these messages do not appear on the screen, or if other problems occur after switching
on the computer system (screen remains dark etc }. you should check the entire installation
over again:

» Are you using the correct SIM-module ?
(Minimum 8MB, 60ns or faster for FPM and 50ns for EDO}
Try another one

» SIMM plugged firmly into the socket ?
Unplug it and plug it in again.

= s the ICP Controller plugged into a PCI bus-master Siot ?
Check this. |f necessary, try another slol.

= [s the Fibre Channel cable OK ?
Check lenglh and canneclors. Try another cable.

» |5 the SCS! cable OK?
Check the length and connectors, Try another cable..

If the PCI System-BIOS is not PCI 2.x compatible (see above), the iCP Controller BIOS
may display one or more of the following messages:
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(i) The DPMEM has not been installed correctly.

Error: System-BIOS not PCI compliont (contact your mainboard supplier)
Controller af x/y has invalid DPMEM address 012345,
;m to allocote o free address.
free oddress of §78901, accept ? (Yes/No/Abort) Y
{Caution: this address must not be used by another expansion card !)

In this case, the system-BIOS has not installed the Duai Ported Memory of the ICP Con-
troller correctly Therefore, the ICP Controller will search for an adequate address. If you
accept the suggested address (¥), the ICP Controller will install its DPMEM starting at this
address. Since this 16KB address space which starts at free address must not be shadowed,
you might have to diseble the shadowing manually in the system-BIOS setup program. In
addition make sure that this address space is not used by another expansion card. (This is
a work-around, not a solution. PCI 2.x is a well defined specification, and a fuily compatible
system-BIOS should have assigned the DPMEM automatically.)

if the GDT BIOS could not find an appropriate address. the following message is displayed.

Cannot set DPMEM address, aborting

In this event. you can try 1o select a new address after resetting the computer. if this fails,
too, there is no other way but to update the PCL system-BIOS.

(il} The IRQ to PCI INT assignment doesn't work properly.
Worning: comiroller of x/y, System BIOS configured IRQ Z, but vses U

This warning indicates a bug in the PCl System-BIOS, too: It did not succeed in correctly
assigning an IRQ to a PCI INT. The ICP Controller will function, but the GDT BIOS must not
be disabled whatsoever

{ili) The TRQ to PCI INT assignment doesn’t work at all.

Error: controller ot x/y could not read IRQ setting
If this error message is displayed. the ICP Controller will not work

In ali these cases you should - in case [iii} you have to - update your PCI system-BIOS as
soon as possible.
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B.8 Checking the ICP Controller Configuration

As mentiohed before, these settings can be changed through soft-switches in the ICP Con-
troller setup program GDTSETUP. All settings are permanently stored on the ICP Centrol-
ler The following table shows the various options and the possibie settings.

Function Possible Settings Factory Setting
Cache On ™ On, Off On

Delayed Write On ™ On, Off On

BIOS Enabled, Disabled, Removed ™ Enabled

BIOS Warning Level All messages, Fatal errors Fatal errors
Supported BIOS Drives | 2,7 7

Memory Test No Test, Standard, Double Scan, Intensive | Standard
SCSI-1D 5CS51-A 0,1,234567 7

SCSI Termination On, Off, Auto Auto

" Can alsa be changed with the GDTMON online utility " only with GDTSETUP under M3-DOS

B.8.1 Loading GDTSETUP

As already mentioned before, there are two different possibilities to load GDTSETUP. Basi-
cally, these two possibilitics are based on two different variants of the same program: One
which is integrated into the FLASH-RAM of the ICP Controller and another with is simply
an EXE program loadable under MS-DOS.

Loading GDTSETUP from the FLASH-RAM is very comfortable since it requires nothing
else but pressing the <CTRL><G> key combination after switching on the PC

Loading GDTSETUP under M5-DOS becomes necessaty, when you want to use GDTSETUP's
integrated partiticning functiens, or when you have totally disabled the GDT's BIOS (which
includes the GDTSETUP variant loadable from FLASH-RAM].

If you want to load GDTSETUP under MS-DOS you have to load the device driver GDTX000
first. This can be done in two ways:

| Starting the device driver from the DOS-command level by typing GDTX000<ENTER>

2 Starting the device driver automatically by means of the CONFIG 5YS
(DEVICE=GDTX000.EXE}

Note: GDTSETUP as well as GDTXQ00 are on the System Disk - DOS.
The header of the GDTSETUP program indicates with a letter after the version number,
whether GDTSETUP was loaded from disk or from Flash-RAM:

“R" for GDTSETUP loaded from the Flash-RAM after switching on the computer
"D for GDTSETUP loaded from Disk, i.e., under MS-DOS

The main menu appears. Select Controller
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GBISEIUP -- Version 3.83D - Har 11 1998
(C) Copyright 1397-98 1CP vortex Computersystene GmkH

‘ GUISEIUP -- Versien 3.83D - Mar 11 1996
(C} Copyright 1957-98 ICF vortex Computersysteme CubH

Press the <F2»-key for the Advanced Setup.
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The fields can be selected by moving the cursor keys 4 and ¥ . The values can be changed
by pressing <ENTER> and selecting a new setting. Leave this menu by pressing the <ESC>-
key. In order obtain optimum performance from your ICP Controlier, it is essential that the
Cache and the Delayed Write options of the ICP Controlier are set ON. toc. If you should find
different settings here we recommend that they be changed now.

ﬁ
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B.5.2 Updating the ICP Controller With New Firmware and BIOS Ve rsions

The firmware, the BIOS and the GDTSETUP program of the ICP Controller are stored in a
Flash-RAM which is part of the ICP Controller hardware. In contrast to EPROMs, Flash-
RAMSs can be re-programmed many times and without the complicated UV-light erasing
procedure. Thus, both software modules ¢an be easily updated without having to remove
the controller from its PCI slot. Firmware and BIOS are part of the GDT_RPFW file. The file
has an extension (g, GDT_RPFW.009) which indicates the version stepping. The latest
version of the this file can be downloaded either from our 24h BBS (+49-(0)-7131-5972-15)}
or from our Website http:/www.icp-vortex com. We recommend that you alsc download the
packed files which contain the latest programs/drivers for the operating system used on
your system. Observe the following order when carrying out the updating procedure

1. Get the iatest GDT_RPFW file for the ICP Controiler {download it from our BBS, or our
Website, or ask for an upgrade disk if you do not have a modem). The file does NOT
need to be expanded !

2 Formata 35" HD disk (1.44MB} and copy the GDT_RPFW file on this disk.

3 After loading GDTSETUP (from Flash-RAM or from disk under MS-DOS) select the de-
sired ICP Controller for the firmware update and press the <F2>-key to enter the Ad-
vanced Setup.

4. Select Configure Controller and thereafter Firmware Update. Insert the disk with the firmware
file into drive A. GDTSETUP loaded from the Flash-RAM will display a list of the valid
files found on the disk. If you have loaded GDTSETUP from disk you have to enter the
path "A:", first.

WP -- Ver 3.03D - Mai L1 1998
ht 199758 yortex Computersysteme GmiH

: (o
g|Co

0 - Confrgure Lontro
¢o [Contmiletj Settings —|

1317
ne1gent ault bus

Path: &1

5 The update process starts as soon as the desired GDT_RPFW file has been selected.
Strictly observe the messages and instructions of GCDTSETUP. it is extremely important
that the system is not switched off or reset during the update process. It is very likely
that this would cause the ICP Controller to become inoperable.
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FINR -- Version 3,830 - Mar §1 1998
nt 1997-98 1CP wortex Computarsysteme CmbH

Iradare Fiie
Uarsion

Cu CE]‘I iil'i]lr'e Emt'w;m 6r
o:Cantraller Settinys
(o FK:!E!I]I“.E_’;I*
Calln ‘etec.t

The new versions of the GDT Firmware, the BIOS and GDTSETUP are available after the next
celd-boot.

B.8.3 Additional Nofes

Before the computer is switched off or a hard reset Is carried out, the ICP Controller first has
to write the current contents of its cache RAM back to the hard disk(s) (flush). The computer
may only be switched off or reset after all hard disk accesses have been completed. 1f this is
not observed there is a high risk of data corruption and data loss ! A good indication for hard
disk activity is the front HDD-LED of your computer system (presuming it is connected with
the corresponding pin grid header of the GDT PCB). In addition, all GDT dtivers (i.e. for all
supported operating systems} are designed to perform a cache flush when a regular system
shutdown is initiated (e g.. Under NetWare: Down and Exit, Under DOS: CTRL-ALT-DEL; Un-
der UNIX: Shutdown). They will show a message similar to the following “Flushing Controlier
Cache” As long as this message is displayed you must not switch off or reset your PCi com-
puter. For Windows 95, Windows NT and O%/2 you may switch off or reset the computer as
soon as the operating system message is displayed, which indicates that it is safe. to turn
off the computer now.

The RISC CPU of the [CP Contratler is equipped with a coaler. The cooler keeps the cpet-
ating temperature of the CPU within the specified limits. The air intake is on the top of the
fan. The air flows through the fins of the heat sink and leaves it on the left and right side. In
addition, it is necessary that the whole ICP Controller is positioned in a constant airflow.
Normally, good server enclosures have extra fans for the motherboard expansion slot area
In case of over temperature. the ICP Controller sends a message to the operator

The caoler on your ICP Controiler may look different from the one on pages of this manual.
Depending on the type of 1960 Rx CPU installed on the ICP Controller, with some models, the
cooler is completely missing. This is intended |

All variants fully comply to the specifications laid down in this User's Manual.
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C. Quick-Setup

#

C.1 What is the Aim of Quick-Setup ?

In the previous chapter we installed the ICP Controller in a PCl computer and connected
the SCSI and FCAL devices. Now these devices must be prepared in order to run with your
operating system. This Quick-Setup chapter should help you te get started quickly. Quick-
Setup shows four examples on how a single hard disk, a Mirroring Array Drive (RAID 1), a
RAID 5 Array Drive and a RAID 5 Array Drive with a Hot Fix drive are installed:

Example | Installing & single hard disk
Example 2 Instaliing a Mirroring Array Drive (RAID 1), consisting of 2 hard disks
Example 3 Installing a RAID 5 Array Drive, consisting of 3 identical hard disks

Example 4 Installing a RAID 5 Array Drive, consisting of 3 identical hard disks, and
adding cne Hot Fix hard disk.

with examples 3 and 4 some essential issues having direct impact on the structure and
configuration of an Array Drive will also be discussed

1 How many physical hard disks are to be integrated in the Array Drive ?
2 which redundancy level ought to be achieved ?

3. Should the ICP Contralter automatically recover redundancy in the event of
a disk failure ? Or, in other terms, Are Hot Fix drives needed ?

Before we go through these examples step by step, we would like to explain a few terms
and relations important for the basic understanding of the ICP Controller firmware. At the
end of example 4, we will try to answer the three questions above.

C.2 What is the ICP Controller Firmware ?

We refer to firmware (RAIDYNE) as the operating system which controls the [CP Controller
with all its functions and capabilities The firmware exclusively runs on the ICP Controller
and is stored in the Flash-RAM on the ICP Controller PCB. The controlling function is en-
tirely independent of the PCI computer and the host operating system installed (for exam-
ple UNIX}, and does not "drain” any computing power or time from the PCI computer. In
additior to disk chaining, RAID 0 and RAID 1, RAIDYNE allows you to install and control
Array Drives of the types RAID 4 {data striping with dedicated parity drive), RAID 5 (data
striping with distributed parity) and RAID10 {a combination between RAID 0 and 1). All ICP
Controllers are equipped with a hardware which is particularly well suited for disk arrays.
RAIDYNE uses this hardware with extreme efficiency and therefore allows you to configure
disk arrays that do not load the host computer (whereas all software-based RAID solutions
more of less reduce the overall performance of the host computer.).

The basic concept of the RAIDYNE s strictly modular, and consequently, in
its functioning it appears to the user as a unit construction system.
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C.2.1 The Different RAID Levels
RAID 0 - Data Striping

According to the adjusted stripe size (e.g.. 16 KB) and the number of hard disks. the data
blocks are split into stripes. Each stripe is stored on a separate hard disk. Especially with
sequential read and write operations, we can observe a significant improvement of the data
}hroughput, RAID 0 includes no redundancy at all, i.e. when one hard disk falls, all data is
ost.

ABCDEF
P weriax

'
Durtw Siriping
| RAID 0 Nost brive

RAID 1 - Disk Mirroring/Disk Duplexing

Al data is stored twice on two identical hard disks. When one hard disk fails, all data are
immediately available on the other without any impact on the performance and data integ-
rity.

we talk about "Disk Mirroring” when two hard disks are mirrored on one /0 channel. It cach
hard disk is connected with a separate IO channel, this is called "Disk Duplexing’
(additional security).

RAID | represents an easy and highly efficient solution for data security and system avaii-
ability. It is especially suitable for installations which are not too large {the capacity avail-
able is only half of the installed capacity).

ABCD

L

P veriex
68T bisk Arvwy Gonireller
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ABCD

ABCD

P voriax
GBT Bisk Array Controller

RAID 4 - Datu Siriping With a Dedicated Parity Drive

RAID 4 works in the same way as RAID 0. The data are striped amongst the hard disks. Ad-
diticnally, the controller calculates redundancy data (parity information) which are stored
on a separate hard disk {P1, P2, ...). Even when one hard disk fails, all data are still fully
available. The missing data is recaiculated from the data still available and the parity in-
formation. Unlike in RAID 1, only the capacity of one hard disk is needed for the redun-
dancy. If we consider, for example. a RAID 4 disk array with 5 hard disks. 80% of the
installed hard disk capacity is available as user capacity, only 20% is used for redundancy.
[n situations with many small data blocks. the parity hard disk becomes a throughput bot-
tle-neck With large data blocks, RAID 4 shows significantly improved performance.

ABCDEF

RAID 5 - Data Striping with Striped Pority

Uniike RAID 4, the parity data in a RAID 5 disk array are striped in all hard disks. The RAID 5
disk array delivers a balanced throughput. Even with small data blocks, which are very likely
in a multi-tasking and multi-user environment, the response time is very good. RAID 5 of-
fers the same level of security as RAID 4, When one hard disk fails. all data are still fully
available, the missing data are recalculated from the data still available and the parity in-
formation. RAID 4 and RAID 5 are particularly suitable for systems with medium to large
capacity requirements, due to their efficient ratio of the installed and actually available ca-
pacity.

ﬁ
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RAID 10 - Combination of RAID T ond RAID 0

The idea behind RAID 10 is simply based on the combination of RAID 0 ({Performance) and
RAID | {Data Security), Unlike RAID 4 and RAID 5, there is no need to calculate parity in-
formaticon. RAID 10 disk arrays offer good petformance and data security. As in RAID 0. op-
timum performance is achieved in highly sequential ioad situations. |dentical to RAID 1,
50% of the installed capacity is lost for redundancy.

ABCDEF

ABCDEF @
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¢.3 How are the ICP Firmware Features Adtivated ?

Any installation or maintenance procedures regarding the ICP Controller are carried out
with the configuration program GDTSETUP. The monitoring program GDTMON allows a
continuous monitering and maintenance of the ICP Centroller and the connected disk ar-
rays. The GDTMON utility also inciudes options to replace a defective drive with a new one
{Hot Plug) and is available for most of the cperating systems supported by the ICP Con-
trollers. GDTSETUP allows you to set up single disks or complex disk arrays with simple
and user-friendly installation procedures. Little previous knowledge is needed to be able to
use GDTSETUP efficiently. It is only necessary to understand the hierarchy levels in the ICP
Controller firmware.

For the user's convenience the GDTSETUP program is available in two different variants:

. GDTSETUP loaded from the ICP Controller's Flash-RAM after switching on the computer
- GDTSETUP loaded from disk under MS-DOS.

The header of the GDTSETUP program indicates with a letter after the version number
whether GDTSETUP was loaded from disk or from Flash-RAM:

“R" for GDTSETUP loaded from the Flash-RAM after switching on the computer
‘D" for GDTSETUP loaded from Disk. i.e., under M5-DOS.

Loading GDTSETUP with <CTRL><G> from the Flash-RAM is very comfortable since no op-
erating system is required to carry out the configuration and setup works

On the other side, loading GDTSETUP from disk (i e, under MS-DOS) becomes necessary
for tasks like partitioning or enabling a totally disabled GDT BIOS {which includes
GDTSETUP)

C.3.1 The Express Setup Function of GDTSETUP

Whenever you load GDTSETUP and select the desired ICP Controller, it comes up in its
EXPRESS Setup mode. This mode does not require any previous knowledge. if you choose
this function, GDTSETUP carries out the complete installation entirely on its own, provid-
ing you for example with a fulty operational RALD 3 Array Drive with optimized settings {for
instance with all features of a given drive activated).

Intelilgent Computer Peripberals *



65

CDISETUP -- Yercion 9.84D - Apr @2 1998
(€) Copyright £997-98 ICP wortex Computersysteme Gkl

. GLISEIWE -- Yersian 3.840 - fpr 92 1938
(¢) Copyriyht 1997-98 [CF vor utersysteme tmkH

g
ty [ype helongs 1o
B Dk Levical @

GOTSETUP scans the system for “free” hard disks ii.e., drives which are not yet part of other
Host Drives). Use the <SPACE>-bar to sclect the desired hard disks (they are marked with
an "*"}. On the right side GDTSETUP offers highlighted the possible configurations with
these drives
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(RIS ETLF -- 'Fr ion 3.MD - fApr BZ 1990
43 1CF wn Computersystens GubH

Chiy 1D LIN Yo __j coduct Ry Cap(MB) Drive
» FCAL-A @ @ SEACA M 8538
LA 1 8 sgnan T19171FC W

%I

ve, THTEE: End selection

TP -- Uersion
t $397-98 [CF

RU 933 Thaining
SER(QIE ST19L71EC it} B338 RaiDe
SEAGATE ST19171FC R 8683 RIDL ]
SEAGATE ST19471FC il 8338 ®A1DL thotFix
select drive, ENIER: Ind celection RAIT4

t LD

After choosing a configuration type for an Array Drive, GDTSETUP displays a security re-
quest,
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. GOTSETUP -- Version 3.B4D - Apr B2 1998
(¢ Copyright 1997-98 ICP vortex Computersystene GabH

JEEL Wit yp —————— Qpse 8
b LGN Uendor Froduct itte, ap(HB‘ Drive 1Single Dlsi
@ SEACATE STL9LMLEC 8338 Chalnmg
# SEAGATE SIISLTIKC 538 RAIDA
B SEACATE ST1917L¥C R 8683 RMDL

To you Want to create a host drive from the selected dick(s) 7
CCALTION: 411 data will he destroyed 9 (YN

After this confirmation you can adjust the capacity per drive used for the disk array.

U ”EIUP - Vergiti
() {opyr 1997-38 1CP UEutH( (unyut

IS
(i 1H LN Ue t
¥ECAL-A A @ SEAGATE STL3L7LFC
#ICAL-A 1 @ SERCATE SIL3171KC
¥ E0L-h 2 @ SEACAIE STL9L71FC RAIDL )
FCAL- ﬁ 124 8 SERGATE STIGLTLEC RAIDI #otEix

SPACE: Select
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Drive Information, F18: Refresh

Express Setup delivers a fully operaticnal RAIDS disk array.
After leaving GDTSETUP the parity information is generated.

For chapter C, we do not use this function, but give detailed instructions on how to set up a
single disk and disk arrays with GDTSETUP and its Enhanced Setup.

C.4 Levels of Hierarchy Within the GDT Firmware

RAIDYNE is based on four fundamental levels of hierarchy. Each level has its "own drives” (
= components). The basic rule is:

To bulld up a “drive” on a given [evel of hierarchy, the “drives” of the next lower level
of hierarchy are used as components.

Level It

Physical Drives = hard disks, removable hard disks. some MG drives " are located on the
lowest level This can be either devices with a SCSI interface, or devices with a Fibre Chan-
net Arbitrated Loop (FCAL) port.

They are the basic components of all "drive constructions” you can set up. However, befare
they can be used by the firmware, these hard disks must be "prepared”, a procedure we call
initialization. During this initialization each hard disk receives information which allows a
univocal identification even if the SCSI-ID, FCAL-ID or the controller is changed. For rea-
sons of data coherency, this information is extremely important for any drive construction
consisting of more than one physical drive

level 2:

On the next higher level are the Logical Drives. Logical Drives are introdiiced to obtain full
independence of the physical coordinates cf a physical device. This is necessary to easily
change the whole [CP Controller and the channels IDs. without loosing the data and the
information on a specific disk array

“ Also see section C.5.
»
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level 3:
On this level of hierarchy, the firmware forms the Array Drives, This can be:

- Single Disks (one hard disk, some vendors call it |BOD - Just A Bunch Of Drives)
- Chaining Sets (concatenation of several hard disks}

- RAID 0 Array Drives

- RAID 1 Array Drives, RAID | Array Drives plus hot fix drive

- RAID 4 Array Drives, RAID 4 Array Drives plus hot fix drive

_ RA!D 5 Array Drives, RAID 5 Array Drives pius hot fix drive

. RAID 10 Array Drives, RAID 10 Array Drives pius hot fix drive

lLevel £:

On the highest level of hierarchy, the firmware forms the Host Drives. In the end, only
these Host Drives can be accessed by the host operating system of the computer Drives C,
D, etc under MS-DOS, Windows NT, NetWare, etc. are always referred to as 1ost Drives by
the firmware. The firmware automatically transforms each newly instailed Logical Drive and
Array Drive into a Host Drive. This Host Drive is then assigned a Host Drive number which
is identical to its Logical Drive or Array Drive number

The firmware is capable of running several Host Drives of the most various kinds at the
same time An example for MS-DOS: drive Cis a RAID 5 type Host Drive (¢onsisting of 5
hard disks]. drive D is a single hard disk, and drive E is a CD-ROM communicating with
RAIDYNE through corelSCSI and the GDT ASPI manager.

On this level the user may spiit an existing Atray Drive into several Host Drives

Alter a capacity expansion of a given Array Drive the added capacity appears as a new Host
Drive on this level. It can be either used as a separate Host Drive, or merged with the first
Host Drive of the Array Drive.

Within GDTSETUP, each level of hierarchy has its own special menu:

level = Menu: Configure Physical Devices
Level 2 = Menu: Cenfigure Logical Drives
level 3 ) Menu: Configure Array Drives
Level 4 = Menu: Configure Host Drives

Generally, each installation procedure passes through these 4 menus, starting with level I
Therefore:

L] First initialize the Physical Drives.
. Then configure the Logical Drives

. Then configure the Array Drives (e.g. Array Drives with RAID O, 1,4, 5
and 10).

. Finally, configlire the Host Drives.

C.5 Using (D-ROMs, DATs, Tapes, efc.

A SCSI device that is not a SCS! hard disk ora removable hard disk, or that does not behave
like one, is called a Not Direct Access Device

Such a device is not configured with GDTSETUP and does not form a Logical or Host
Drive SCS| devices of this kind are either operated through the ASPI interface {Advanced
SCsl programming Interface) (MS-DOS, windows, Novell NetWare or CS/2}, or arc directly
accessed from the operating system (UNIX, Windows NT). For more information on how to
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use these devices, please tefer to the corresponding chapters of this manual Note hard
disks and removable hard disks are called Direct Access Devices, However, there are some Not
Direct Access Devices, for instance certain MO drives, which can be cperated just like remov-
able hard disks if they have been appropriately configured before (for example by changing
their jumper setting)

But enough on the dry theory. Now here are the examples which explain step by step
all the necessary basics faor setting up Host Drives with your ICP Controller

C.6 Example 1 - Installing a Single Hard Disk

We presume that the controller and the hard disks have been installed propetly.

Step 1: Loading GDTSETUP
You can load GDTSETUP in two ways:

| Press the <CTRL><G> key combination when the GDT BIOS message comes Up (shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the [CP
Controller. In this case no operating system is required
If GDTSETUP was loaded this way, there is an "R" {ROM) behind the version number.

7 Load GDTSETUP from disk under MS-DCS5. Boot the MS-DOS-operating system {either
from a boot-floppy or from an already existing boot drive, i e iDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX000 first.
This can be done in two ways:

a.) Load GDTX000 from the 20OS-command level by typing in GDTX000<ENTER>
b.) Load GDTX060 autcematically through the CONFIG.SYS file (DEVICE=GDTX000 EXL)

Note: GDTSETUP.EXE as well as GDTX000.EXE are cn the System Disk - DOS.
If GDTSETUP was loaded this way. there is a "D (Disk) behind the version numkbker.

You may how ask what are the differences between the two GDTSETUP variants ?

They are small, The GDTSETUP variant Ioadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives, which is not possible with GDTSETUP loaded from
the Flash-RAM. Loading GDTSETUP from the Flash-RAM is pretly easy, since there is
rothing more required te configure the disk arrays. User's, who have for instance, an NT
installation without a DOS partition, will highly appreciate this Flash-RAM-resident
GDTSETUP

For our example, it is not relevant whether we load GDTSETUP from the Flash-RAM. or from
disk.

Now load GDTSETUP. The first menu asks you to select the desired ICP Contrqller in our
example, there is only one ICP Controller installed in the system Therefore, simply press
<ENTER> and then <F2> to select the Advanced Setup.

Y
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EDISETUP -- Uersion 3.840 - Aar B2 1998
(C) Copyright 1997-98 ICP vortex Computersystene GwhH

The main menu gives you the following options. As mentioned before, we have to go
through levels | to 4 to install the hard disk (with almost nothing to do on tevels 3and 4).

or 384D - Apr B2 1998
b mputersystene Cubi
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nfigure Controller
onlgure ! 1ca rxues

Confiyure Areay Drives
Conh?'ure Host Drives
Save_information

Fé. Setuy
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Step 2: Configure Physical Devices
Now activate the menu Configure Physical Devices (level 1. A list appears showing all hard
disks found on the ICP Controtler's /O channels. If you have an ICP Controlter with a differ-
ent number of I/0 channels, the existing channels are displayed. Note: This screen will al-
ways report all devices that are found, even though GDTSETUP only allows you to work on
Direct Access Devices (and therefore not on tape drives, DATs, CD ROMs etc.).

ﬂ
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s the I/0 channe! to which a device is cennected (this can be a SCSl or a FCAL channel)

« which ID the drive has (the entry /O Processor stands for the corresponding [0 channel
of the ICP Controller. !t has the default 1D setting 7 for SCSI and 125 for FCAL)

The IDs of the FCAL drives are normally assigned through the backplane of the Fibre
Channel Enclosure.

the initialization status

the names of the drives

the Read-Write-Status, [RW| = Read + Write

the gross capacity

membership in a Logical, Array or Host Drive

Use the cursor keys T and { to select the drive you wish to initialize. We take the first drive
of FCAL-A in the list. With this drive selected. press <ENTER>.

1998
ysteme CnkH

P IYe —
Vendo fitty, Cap(HB} Drive
ESG-SHU SC

SSI46 8 P 3 _
S8 0 i TUIITSY MBS R§ 8702 Drive

5Cei-p 7 8 ¢ Processor

FCAL-§ 2 B SEAGAIE SPL9171FC it

FCAL-A 124 B SEAGATE STISI71FC i

FChi-4 125 @ EC 1/0 Prosessor

Rescan for new device ] .
Foo Evtended Infoymation

{Note On SCSI-A, 1D 0 and LD 6 are devices which are not relevant for our examples).

The Configure Disk menu appears which shows various options.
For cur example we choose the SCSI Parameter/Initialize menu option and press <ENTER>.
The parameters within this menu can be changed by pressing <ENTER> and selecting the

new setting.

ﬁ
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THP -- Usrsign 3,840 - fer B2 1998
it 1997-98 1CP vortex Computersysteme GmbH

Cap(MB) Irive
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124 & SEAGATE ST19171FC
%25 B FC [/0 Processor
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new devige ) ,
F2: Extended Information

F

FCaL-A
FCAL-A
FCAL-A
Rescan

arc relevant. They should be

With Fibre Channel devices, there are only view settings which
ocol)

"Gn" or "Enabled’. (Note: Fibre Channel devices are also controlled by the SCSI prot

With “real” 5CSI devices, there are mare parameters to describe the device.

~ GDTSETUR -- Uergion 3.B4D - Aur g2 1998
(0) Copyright 1997-80 IC¥ vortex Computersystene Gabl
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E|Configure
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—Protocol ...
LojBisk Read Cach
|dn|Disk Urate Cache .
Tagged Queues ......

I. Sync. Transfer: Enable

The SCSi-bus allows an async
be able to perform the first type of tran
the synchroncus transfer lies in a higher
the possibly long SCSi-cable have no infl

hronous and a synchronous transfer. Every SCSI device must
sfer. the second one is optional. The advantage of
data transfer rate as the signal transfer times on
uence on the transfer rate anymore Two SCSI-bus
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participants wanting to exchange data between each other have to check if and how {i.¢.,
with which parameters) a synchronous data transfer between them is possible. Therefore,
the mere setting does not automatically enable synchronous data transfer; this mode is
only effective if both devices suppott it and after they have checked their capability of
communicating with each other in this mode.

2. Sync. Transfer Rate

The maximum synchronous transfer rate can be limited. This limitation may become nec-

essary if a particular SCSI cabling does not allow the maximum rate the drive and the con-
troller could achieve In our example, we leave the rate at 20.0 MB/s (for wide SCSi at 200
MB/s and Wide & Ultra SCSI at 40.0 MB/s)

Note: In order to select a transfer rate above 10.0 MB/s the Protocol has to be set to SCSI-
11

3. Disconnect: Enable

The concept of the SCSi-bus allows several participants (8 1Ds with & LUNs each). All these
participants should be able to use the bus in a manner that causes the least reciprocal dis-
furbance or obstruction. A participant should therefore vacate the bus i he does not need
it. For reasons of performance, it is particularly important to guarantee a high degree of
overlapping of the actions on the SCSi-bus. This high degree of ovetlapping can be
achieved If a SCSI device is allowed to disconnect, thus leaving the bus to be used by other
participants. If there is only one SCSI device connected to the SCSI-bus, Disconnect should
be disabled

4. Protocol

This can be either SCSI-II or SCSI-IIL

If you select SCSI-1I! make sure, that your hard disk supports this protocol Most new multi-
GB hard disks support SCSI-1lI. To enable Ultra {(FAST-20) transfer rates (Narrow: 20 MB/s;
wide. 40 MB/s) SCSI-lIl protocol is required.

5. Disk Read Cache / Disk Write Cache / Tagged Queues

if a drive supports particular SCSl features you enable them {On).

Note: Most of the modem drives support disk caching (read and write). Some do not sup-
port Tagged Queues.

Press <ESC> to leave the SCS1 Parameter/Initialize menu.
GDTSETUP displays a warning on the destruction of all data. This implies two different
evaluations, according to the drive’'s current state and the options you have selected:

1. First Luitialization of the device.
In this case the warning must be taken seriously. If the drive was previously connected to
a different controller (e.g.. NCR etc.) and still contains data, this data wilt be lost now

2. The device was already initialized.
If only internal parameters, such as Disconnect, Synchronous Transfer and SCSI-1l op-

tions have been changed, the data on the drive remains intact. Only the function state of
the device is changed.
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FCAL-A 124 B SEAGATE ST13171FC R
FCAL-A 123 B FC 1/0 Processor
Rescan for new device

F2' Extendsd Iaformation

oress <Y and we are back on the main screen of level 1 and sce that the initialization-
status of the device has changed

[} ced sEtup
Controller
E i Select Fryst rl
b LN Yendor Product Cap(MB} Tpive
¢ ESG-SHY SCA HSBP M3
i FUJITSY MAB3EI15C Ri 782 Drive @
§CS1 [/0 Processor

¥

5L

Bai-42 P SEAGAIE SIISITIEC Al
FCALf 124 8 STACATE SISITIFC R
%CRL-R %25 8 EC 1/0 Processor

acocan tor new device

F2: Extended luformatics

Step 3: Configure Logical Drives

We now leave level 1 (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and { select Configure Logical Drives and go to level 2 by pressing
<ENTER>.
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- fpr B2 1998
Computersustens O

Conf:gur# Contrnller
Configure Physical Devices
Eunﬂlgure !rrag grlues
Cunfl ure Hest Drives

Save nf%rnatlnn

3% Setup

The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER> .

B} 19%
stemp GubH

Conflgure C0ntrolle;

Conflgure Ph?51cal Devices

ongs 10

Host ~ @

Note: The already existing Logical Drive in this list has no relevance for our example.
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o CDISEWUE -~ Yersion 3.040 - dpr B2 1598
(C} Copyright 1997-38 1£P vortex Computersystene GmbH

d
ilconfigure Controller

Configure ?h?sical Devices

a jud
Ho. Hame Status tt i Iype  helongs 1o
§ DISKAL o Disk  Host

SEACATE STL9171FC AU 8502
SEACATE STLOLTLE R 8330
elect drive, INTER. Ead selection

Select the initialized hard disk with the <SPACE>-bar {it becomes matked with an """ and
press <ENTER>.

o 3.040 - &pr 82 1998
iortex Computersysteme Gebh

- Satug
Configure Controller

Configure Fhysical Devices
1

o belpct

Do you want te create a SINGLE drive from the 3'31%5;

(CAUTION: all data will he destroyed

FRrA

TALE
ACATE SIL91TLEC
SERCATE STISITIFC

Becelect drive, ENIER: Ead selection

For security reasons, you will be asked again if you want to use the selected disk to create a

Logical Drive
As we arc sure of our cheice, we confirm with <Yes>. GDTSETUP allows you to limit the

hard disk size for this Logica! Drive. This becomes \nteresting when you configure disk ar-
rays. For this example we use the fuli capacity and press <ENTER> .
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GDISEINE -- Uersion 3.84D - fpr A2 1990
497-98 ICF vort wput

dyarced

| Configure Controller
Configure Physical Devices

: F1 o g ¥

‘ plect Logical Irive

Ho. Hame Status Attrih. Capacity Tupe  helongs to
8 DISk Al ok

(re r

]
-mm Drive Size (1..833% MB): 8538 I
heie

19171FC RU
1$1HFC R
ot drive, ENTER: End selection

- fpr A2 1938
susteme (MHH

— At P
Configure Contpol%er

ConPigure Ph?51ca Devices

o

Tupe

Disk

As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the channel description and the
1/O channel 1D after the " . This can setve as a reminder when you install a complex sys-
tem with many drives. (Naturally, you may change the name.)

This concludes the installation an level 2. Now press the <ESC>-key to leave this screen.

Since we have only a single disk assigned to a Logical Drive, there is nothing to do in the
Configure Array Drives menu. thus we go directly to the Configure Hosl Drives menu and have ne
Step 4.
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Step 5: Configore Host Drives

We are now back in the main menu of GDTSETUP and select Configure tlost Drive.

The main screen of level 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played. Again, the first entry is not relevant for our example.

At the second position we find cur previously configured Logical Drive. it was automatically
eransformed into a Host Drive, thus for this example we have nothing to do in this menu
Press <ENTER: to get a list of possible menu opticns

Version 3.840 - Apr 82 1998
& ICP vortex Computersysteme GmbH

Host Drive
uap Host Drives
Remave Host Drive
Split Host Drive
Merge Host Drives

SV ——

Partition Drive [ t IDgpe helonys to
ic

- Logical @
I8 Overwr, Master Boot Code :

Information, F18: Refrash

[5I Y

We should not forget to mention, that if you would have sclected Create new Host Drive, this
would have lead you to the same menu as the Express Setup mode.

But this example is an exercise which should help you to gain a better understanding of
how the 1CP Controller and GDTSETUP work. So don't believe we let you do redundant

homework

By the way, if you have loaded GDTSETUP from the Flash-RAM {<CTRL><G>) the Partition
Drive option will be missing in this menu. The reason is that partitioning makes no sense
when there is not an operating system loaded and the INTI3H extension of the ICP Con-
troller has not yet been activated.

Step 6: Leaving GDTSETUP
We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:
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Configueation of driveds) was modified.

System will he rebocted.
Press any key to rehot !

As we are done with the installation and therefore definitely want to leave GDTSETUP, we
press any key.

IMPORTANT: Always end GDTSETUP by leaving the program In the regular way (do
not warm-boot with CTRL-ALT-DEL or cold beot by pressing the RESET button).
Certain information is only transferred to the controller when you leave GDTSETUP

in the regular way.

The Host Drive we have configured in this example is now ready for the installation of the
desired operating system.

6
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(.7 Example 2 - Installing a Mirroring Array - RAID 1

it is our intention to install a Mirroring Array consisting of two identical hard disks. In the
classical terminology of the RAID levels this is calied a RAID | disk array.

We presume that the controller and the hard disks have been properly installed. Step 1 of
the installation is the same as in the first example, therefore we do not explain it again.
Step 2 regards the initialization of the second device Proceed as described in the first ex-
ample.

Step 3: Configure Logical Drives
we now leave level | [by pressing the <ESC>-key) and are back in the main menu. Now,

with the cursor keys T and { select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

GDISETUF : 3 fgr B2 1938
(¢) Copyright 13 Computersysteme GhbH

Hd 1 Set
Configure Controller
Configure Physical Devices

1 i t
Eonf;gu-e !rrag leves
¢ Con€1¥ure Hast Drives
Save Information

F27 Express Setup

The main screen of level 2 appears. Move the selection bar to Create new Logical Drive and
press <ENTER>
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. CDISEILE -- Uersion 2 4h - fpr 82 1938
(C) Copyright 1997-38 1CP wartax Computersystene GmbH

- etup
Configure Contraller
Configure Phusical Devices

p )

elact

b v g

Fa, Hawe Status F{ttr-i}:;\:f Capacity Tupe  helongs 1o
0 i o (1 2o N

B MB Disk
DISK BA ok LR 1 8538 MB Disk

Note: The already existing Logical Drive in the first position of this list has no relevance for

our example The second entty was created before.

PAD - apr A2 1990
¢ Comprtersustome GubH

1cea <
Configure {ontro

Coni‘iure Phsical Devices
BN1 3 QU g )

grtrib, Capacity Lupe  helongs to
(w1 Geb b Disk
[ 1 8338 MB Disk

ST1917FC R
select drive, ENTER: Tnd sel

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "*") and
press <ENTER>.
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b

. ETU
(£) Copyright

- Hi 52t
Configure Cnntrullea

Configure Physical Devices
Elﬁifhﬂzllfiliﬂljilﬂligp‘

ol e

Do yeu want to create a SINCLE drive from the selected disk(si 7
(CAUTIEN: B11 data will be destroyed 1) (Y/N)

Z g i
FCRL-A 124 8 SERCATE STISI71FC 8338
: Select/Teselect drive, ENTER: Ead selection

For security reasons, you will be asked again if you want to use the selected disk to create a
Logical Drive.

As we are sure of cur choice, we confirm with <Yes> GDTSETUP allows you to limit the
hard disk size for this Logical Drive. This becomes interesting when you configure disk ar-
rays. For this example we use the full capacity and press <ENTER> .

Havanigd SeTly
ure Coatraller
ure Physical Devices

helongs to

' 8538 i

The dialog box is closed and we are back in the main menu of level 2
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CITSETUP -- Yersion 3.04D - Apr A2 1998
(C) Copyright 1397-38 ICP wortax Computersysteme GmkH

vanced Setu)
Coafigure Cuntpollei' .
Configure Physical Devipes

elett rive

pA M3 Disk  Host
SQH Bisk tlusf 1

He. Hame States Attrid, Cipacits Type  lelongs te
g DiSkat ol RS
(R 8

L__DISk B8 ok

FE&E new_sogical rive

- FE; Drive Infarsation, eiresh

As you can see, we have created another Logical Drive of the type Disk. The name of the
Logical Drive is assigned automatically and contains the channel description and the /O
channel [D after the ”_" . This can serve as a reminder when you install a complex system

with many drives. (Naturally, you may change the name )
This concludes the installation on level 2. Now press the <ESC>-key to leave this screen

In the next step it is our objective to add the third Logical Drive in this list as a mirroring
partner 1o the second Logical Drive of the list, thus configuring a RAID | disk array.

Step 4: Configure Array Drives

We now leave level 2 {by pressing the <ESC>-key) and ate back in the main menu. Now,
with the cursor keys T and 4 select Configure Array Drives and go to level 3 by pressing
<ENTER>.

6
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[SETUP -- Yersion 3.84D - Apr g2 1998
(¢ Copyright 1997-98 1CP vortex Computersysteme bt

~ Rdvansed Setup
Configure Controller
Configure Physical Devices

Confi?ure Luglcal Drives
: 3 [

Since we want to create a new Array Drive press <ENTER>.
Note: The first entry in the following list has no relevance for our example.

- 1 hetup
Pigure Controller
Canfigure Physical Devices

. Confiur-e Luwal Drives

ity Type  helongs to
#B Dick  Most
il i

ar to the second entry and press the <SPACE=>-bar. The entry is

Move the selection b
om this Logical Drive are copied

marked with an "M" for Master. This means that the data fr
to the second Logical Drive, which we will select next.
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rsian 3,890 - Apr A2 5998

GDISETUR -- Versian
TCF wortex Computersysteme GrbH

GDTS g
(T3 Copyright 1397-98

- Rdvanced Setup
Configure Controller
Configure Physical Devices

Configure Loglcai Drives
anft oure )

Move the selection bar with the cursor key 1 to the next entry and press the <SPACE>-bar,
again. It is marked with an "*"(pressing the <SPACE>-bar again undoes your choicel,

W L
Configure {ontraller
Lonfigure Phusical Devices

Conf&gure Lugical Drives

Capagit helonys 1o
2680 Hi Disk  Hest B

8538 HF Digk  Host 1

When the Logical Drive is selected. confirm with <ENTER>. GDTSETUP displays now a list
of possible RAID jevels, available with the number of Logical Drives selected. In our case it
is RAID 0 {data striping) and RAID 1. Move the selection bar to RAID-1 and press <ENTER>.

Y
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Confagure Contralles
Configure Physical Devices

Cunflﬁure Loglcal Drives

helongs ta

Cuni‘lgure Cantr‘oller
Configure Physical Devices

Conf'i gure Logxcal Drives

Do you uant to re e a fArray Drive from the selecte
AUTION: A11 data will be destroyed t) (Y/N

g drives ?

As you can easily recognize, we have created a new Array Drive of the Type RAID-1 . Its state
is build. When we leave GDTSETUP at the end of this example, you will see that the ICP
Controller automatically copies the data of the first Logical Drive (our master) to the sec-
ond Logical Drive. During this synchronization the RAID-1 array is fully operational.

The functioning of a RAID-1, or mirroring, disk array, is easy to understand: On the ICP Con-
troller, one write-access from the host computer is transformed into two write-accesses (to
both LoglcaI Drives forming the mirroring array). If the two Logical Drives are buiit of hard
disks, which are connected with different /0 channels of the ICP Controlier, both write-
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accesses are performed simultanecusly (this method is often called Disk Duplexing). During
a read-access of the hast computer the data will be read from the Logical Drive whose hard
disk has the fastest access to the data requested.

If a hard disk should fail {for instance due to a mechanical defect), all data is still available
on the other Logical Drive, In this event, the controller gives an acoustical alarm.

4
Configure j )
Configure Physical Devices

Canfigure Loglcal Drives

: greate new Array Dr1

Fz: Drive Inform

Steps 5 and 6 are the same as in example 1.

C.8 Example 3 - Installing a RAID 5 Disk Array

we presume that the controller and the hard disks have been installed properly.

Step I: Loading GDTSETUP

You can load GDTSETUP in two ways:

I Press the <CTRL><G> key combination when the GDT BIOS message comes Up {shortly
after switching on the computer) and load GDTSETUP from the Flash-RAM of the ICP

Controller. In this case no operating system is required.
If CDTSETUP was loaded this way, there is an “R" (ROM) behind the version number

2 Load GDTSETUP from disk under MS-DOS. Boot the MS-DOS-operating system (either
from a boot-floppy of from an already existing boot drive, ie., IDE-hard disk etc.). In or-
der for GDTSETUP to work properly, you have to load the device driver GDTX000 first.
This can be done in two ways:

a.) Load GDTX000 from the DOS-command level by typing in GDTX00D<ENTER>
b.) Load GDTX000 automatically through the CONFIG 5YS file {DEVICE=GDTX000.EXE)

Note: GDTSETUP EXE as well as GDTX000.EXE are on the Systenr Disk - DOS.
If GDTSETUP was loaded this way, there is a "D" {Disk) behind the version number.

You may now ask what are the differences between the two GDTSETUP variants ?
1Y
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They are small. The GDTSETUP variant loadable from disk under MS-DOS also additionally
allows the partitioning of Host Drives, which is not possible with GDTSETUP loaded from
the Flash-RAM . Loading GDTSETUP from the Flash-RAM is pretty easy, since thera is
nothing more required to configure the disk arrays. User's, who have for instance, an NT
installation without a DQS partition, will highly appreciate this Flash-RAM-resident
GDTSETUP

For our example, it is not relevant whether we load GDTSETUP from the Flash-RAM. or from
disk

Now lcad GDTSETUP. The first menu asks you to select the desired 1CP Controller. In our
example, there is only one ICP Controller installed in the system. Therefore, simply press
<ENTER> and then <F2> to select the Advanced Setup.

CDISETUP -- Version 3.84D - fpr B2 1938
Coperight 1997-98 ICE vertex Compitersystene GubH

P ) i

The main menu gives you the following options. As mentioned before, we have to go
through levels 1 to 4
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CDISETOP -- Version 304D - fpr 82 1998
(C) Copyright 1997-98 I¢P wortex Computersysteme

d Setup

! i an
Conf igure Contpoller
0N qure _ |
on_lgure oglca _nues
Configure frray Drives
Conh?ur\e kost Drives

Save information
F2, Ewpress Sefup

L1 b7l JI3K .
Step 2: Configure Physical Devices
Now activate the menu Coxfigure Physica! Devices {level 1. A list appeats showing all hard
disks found on the ICP Controller's /0 channels. If you have an 1CP Controller with a differ-
ent number of KO channels. the existing channels are displayed. Note: This screen will al-

ways report all devices that are found, even though GDTSETUP only allows you to waork on
Direct Access Devices (and therefore not on tape drives, DATs, CD ROMs etc.}.

34, wllibd ]

The screen shows you:

» the /O channel to which a device is connected (this can be a SCSI or a FCAL channel)

« which ID the dsive has (the entry /O Processor stands for the corresponding /O channel
of the ICP Controller. It has the default iD setting 7 for SCS! and 125 for FCAL).

The IDs of the FCAL drives are normally assigned through the backplane of the Fibre
Channel Enciosure.

the initialization status

the names of the drives

the Read-Write-Status. [RW| = Read + Write

the gross capacity

membership in a Logical, Array or Host Drive

Use the cursor keys T and 1 to select the drive you wish to initialize. We take the first drive
of FCAL-A in the {ist. With this drive selected, press <ENTER=>.
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- GDISETWP -= Versign 3.04D - Apr 82 1998
() Copsright 1997-98 1CF vartex Computersystene Gab

T1ve
fittr. CapiMB) Drive

i FJITSU MAB3R9LSC M B102 Drive B
gﬁL 1/0 Processor

FCRL-6 2 B SEAGRIE ST19171EC R

FCAL-A 124 @ SEAGATE ST49171KC (i}

FCal-h 125 8 EC 1/0 Processor

Rescan for new device
27 Extended Information

{Note: On SCSI-A, iD 0 and 1D 6 are devices which are not relevant for our examples).

The Configure Disk menu appears which shows various options.

Tor out example we choose the SCS} Parameter/Initialize menu option and press <ENTER>.
The parameters within this menu can be changed by pressing <ENTER> and selecting the
new setting

CITSETUP -- Yersion 3.04D - for a2 1998

798 [P yortex Computersysteme ki

belDisk Read Lache .
—|Disk Write Cache ..o
Lo|Tagyed Queves oovvrioiee

3 F
FCAL-A 2 B SEAGATE ST49171FC
FCAL-h 124 8 SEAGAIE ST1917EC
FCAL-h 125 B FC 1/0 Pracessor
Rescan for new deu%ge

ed Information

with Fibre Channel devices, there are only view seftings which are relevant. They should be
“0n” or "Enabled”. (Note: Fibre Channel devices are also controlled by the 505! protocol

Intelligent Computer Periphcrals '



92

Press <ESC> to leave the SCSI Parameter/lnitialize menu.,
GDTSETUP displays a warning on the destruction of all data. This implies two different
avaluations, according to the drive’s current state and the options you have selected

1. First Initialization of the device. In this case the warning must be taken seriously. if the drive
was previously connected to a different controller (e.g , NCR etc.) and stitl contains
data, this data wil! be lost now.

2 The device was already initialized. If only internal parameters, such as Disconnect, Synchro-
nous Transfer and SCSI-I1 options have been changed, the data on the drive remains in-

tact. Only the function state of the device is changed

- for A2 1998
Compitersysteme Gukl

—Dis
o|TagiInitialization of disk will aestmg all data,

f

FCil-0 2 @ SEAGAIE SI191T1EC M
FCAL-h $24 @  SEAGATE ST191NEC Ry
FCAL-n 125 8 EC 170 Processor

Rescan for new device ) .
F2! Extended Information

Press <Y> and we are back on the main screen of level 1 and see that the initialization-
status of the device has changed.
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GDISETUP =- VYersion 3.B4D - Apr B2 1998
(C) Copuright 1997-98 ICP wortex Computersysteme (ahll

wslcal Drive
Plcdmt fittr, Cap(MB) Drive
ESG- SHU SCh HSBP M3 i
i FUJITSU NAB3@91SC RU 8782 Drive B
SCSIYI/OIPrucessor

FCAL-A 2 SER€RIE SIINNE RU
FOAL-A 124 ﬁ CERGATE ST1S171KC il
FCAL-# 125 & FC 1/0 Processor
Rescan for new device

F2: Bwtended Information

Initialize the next two SEAGATE drives as described above, that is:

= Select the device with the cursor keys T and 1 and press the <ENTER>-key
= Choose the settings shown above
* Carry out the initialization

When the initialization completed, the screen should look as follows (a small i (i = initial-
ized) must follow the 1D of each hard disk):

82 1998
Wtersysteme

“atte, CapiMB) Drive

G 1D LUN Vendsr Produtt
ESG SHU SCH HSBP M3 ‘

i FUJITSU MAB3@S1SC RN 8782 Drive 8
§CS] 170 Processor

i SEAGATE SE191715C R 2338
SEﬂCﬂIE STLILTLFC Rlil Bi3g

FCAL-A 125 8 {C I/O Pracessor
Rescan for new device )
F2: Extended [aformation

Important: Moving to the next level {Configure Logical Drives) only makes sense if all three
devices you need there are initialized.
Y
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Step 3: Configure Logical Drives

We now leave level | (by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and 4 select Configure Logical Drives and go to level 2 by pressing
<ENTER>.

p
Configure Controller

Confiyure Physical Devices
t

il lgure rra.g r_‘wes

Conflfure Host Drives

Save
:

nformation
: Erpress Se

L

The main screen of level 2 appears. Move the selection bar to Creale new Logical Drives and
press <ENTER>

af
EiConfiqure Controlier

nfi?upe Ph?sical Devices

Note. The already existing Logical Drive in this list has no relevance for our example
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) GDTSETUP -- Version 3.84D - Apr 82 1998
{(C) Copyright 1997-98 [CP vortex Computersysfeme GuhH

- \ced Yetup
Configure Controller

Configure Ph?sicai Devices
el -l I

rlye
Ha. Nawe Gtatus Capacity Tupe  belongs to
B DK pL ok ("1 “2ha uB

98 ME Disk  Host ~ @
Select Fhysical Drive
fitte,

R Beg2
TE ST19171FC i} 8333
select drive, ENTER; Ind selection

Select the initialized hard disk with the <SPACE>-bar (it becomes marked with an "™*") and
press <ENTER>

TiF -- Version 3.84D - pr 82 1938
I tex Computersysteme GmbH

Advaiice
Configure Lontre

Configure Ph?sical Devices

ol

Do you vaat to creats a SINGLE drive from the selected disk(s) ?
(CAUTION. Al1 data will ke destroged ') (¥/N)

7 SEACATE
A i SEACATE SI18171FC
24 B SEAGATE ST1S171FC 338
L Select/Deselect drive, ENTER: End selection

For security reasons, you will be asked again if you want to use the sclected disk to create a
Logical Drive. As we are sure of our choice, we confirm with <Yes>. GDTSETUP allows you
to limit the hard disk size for this Logical Drive. This becames interesting when you config-
ure disk arrays and you want to make sure that future drives you want to bring into the disk
array (e.g.. for the capacity expansion or for replacement purposes) fit. It would be bad luck
if the new drive only had 8537MB GDTSETUP couldn't accept it. To avoid this occuring, you
could limit the capacity of cach drive to 8000 MB. Any new 9 GB drive must have at least
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this capacity. The difference in our example would be lost. For this example we use the full
capacity and press <ENTER> .

ETUP -- Wergion
t 1397-98 ICE v

— A 4 )
Configure Controller

Canfigure Plusical Devices
Fanticure  auieal Inives |

el

o, Hape Status

8_ DISK Al ok

ﬂ(‘:RTE STI91TIES il 3682
GATE STI9171FC il £338
aselent dArive, ENTER: End selection

f‘
Lol b

The dialog box is closed and we are back in the main menu of level 2

Configure Controller
_Conhure Phs 1 De
Iyps  Felonas to

Btirid, -:..-llT‘;l E
(R 1 2008 ME Disk  Most ®
(R0 1 653 MB Disk__ Host

As you can see, we have already created a new Logical Drive of the type Disk. The name of
the Logical Drive is assigned automatically and contains the /O channel description and
the FCAL-ID after the "_" . This can serve as a reminder when you install a complex system
with many drives. (Naturally, you may change the name.). Now configure the remaining
Logical Drives one by ane. After having completed these procedures for all five Logical
Drives, you will see the following screen:
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GUISETUP -- Dersion 3.04D - Apr 02 1398
{C) Copyright 1997-98 ICP vortex Computersystene GbH

~ havanc behp
Configure Controller
Configure Physical Devices

2lect uu:c%

Ho. Name Status Attr Type  helonys to

1'\
8 DiSkal ok T obod Wb Disk st
IS ol [0 1 53 M Diek Host 1

[RU 8538 W8 Disk  Host 2
. TR ;

AT
1 I‘E&E ney_Logical brive

20 Drive [nformation, F3 4 All, F18; Refresh

This concludes the installation on level 2. Now press the <ESCx>-key to leave this screen
Step 4: Configure Array Drives

We now leave level 2 by pressing the <ESC>-key) and are back in the main menu. Now,
with the cursor keys T and { select Configure Array Drives and go to level 3 by pressing
<ENTER>.

n 384D - fpr B2 1998
vaptex Computersysteme GHbH

dvanced setup
pafigure Contreller
Configure Physical Devices

Confl?ure Logical Drives

Since we want to create a new Array Drive press <ENTER>
Note: The first entry in the next list has no relevance for our example
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CDISETHP -- Versign 3 04D - Apr B2 1938
) Copyright 1997-98 ICF vortex Computersystene (ubi

- Rayanced _‘|]J
Configure Contpoller
fonfigure Physical Devices

Confiiure Luglcal Drives

Ho, Hame Sratus
TR

ype  helongs fo
isk _Host

D1s
Disk  Host 3
1ster, EMTER: End selection

ond entry and press the <SPACE>-bar. The entry is

Move the selection bar to the sec
"begins” with this Logical

marked with an "M for Master. This means that the disk array
Drive.

[EEIOY -- Yersion 3.04D - Apr B2 1938
pight 13%7-98 ICF v Computersystene GubH

ik .91 )
Configure Controller
Configure Physical Devices

Configure Lnglcal Drives

ity Tupe  belongs to

Bratus y
MB Disk  Host
k N

gk

15
ok ) 1 8(82 MB Disk  Host 3
/Deselert drive, F2. Select master, EHTER: End selection

Mave the selection bar with the cursot key { to the next entry and press the <SPACE>-bar,
again. Itis marked with an “*"(pressing the <SPACE>-bar again undoes your choice). Re-

peat this selection until all three Logical Drives are marked.
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CDTSETUP -- Version 3.040 - fpr 82 1998
(€) Copyright 1997-98 ICP vortex Computersusteme GmbH

¥|Conf igure Cnntr_‘;uer X
Configure Physical Devices

Configure Loalca! Drives

be_ect

Btatus

helongs to
Host
83

When the last Logica! Drive is selected, confirm with <ENTER> GDTSETUP now displays a
list of possible RAID levels available with the number of Logical Drives selected.

= RAIDD pure data striping without redundancy
= RAID I disk mirroring

s« RAID4 data striping with dedicared parity drive
« RAIDS data striping with striped parity

= RAID 10 RAID 0 combined with RAID }

DISETUR reian 3.04D - Apr B2 1998
ght 1 9 ICF vor putersysteng Gubi

: - Havadid \E
5 Configure Controller
}|Configure Phusical Devires

: _on?i?ure Luglcal Drives
| l“‘ !

59.

In our case we take RAID-5 and press <ENTER>
3
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Configure Controller
Configure Physical Devices

_Cunﬁure Lulcal Drives | |

GDTSETUP asks for the Stripe Size. This is the size of the stripes into which the data is di-
vided The default is 32KB which we lcave for this example and therefore press <ENTER>
{Note: 32KB stripe size is suggested because in various performance tests it has proved to
be the best value.). GDTSETUP displays a security request, which we confirm with <¥>.

1998
systeme GuiH

- ne
Configure Con .
Conf1yure Physical Devices

_Cani"ure Luical Drives

s (Do you want to create a Array Drive from the sele
‘ (CAUTION® ALl data will ke destroyed 1) (

cted drives ?
YN

GDTSETUR allows you to limit the capacity of the disk array. This may be of interest if your
installation requires an exact size for a disk array. Normally, the full capacity is used Inour
example we press <ENTER> .
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CDTSETUP -- Yersion 3.04D - fipr 82 1998
(€Y Copyright 1997-98 ICP vortex Computersysteme (nkH

-~ favagced Setup
Configure Cantpoller
Configure Physical Devices

Confiure Luml Drives
A8.onl 1 qure ) i 2
Mo, Mawe  Status —— to
Drive Size (1,.17876 ¥B): 17876 | N
21 Driv

G ——

Ysrsion 3.84
95 ICF worte

— Hovaided !
% Configure Controller
#1Cond igure Physical Devices

fonfigure Logical DBrives
o .E m;_
{ M

It's done !
We succeaded in setting up a RAID 5 disk array. The screen shows that the disk array is cur-
rently in an build state. Later in this chapter, we shall explain the different states a RAIDYNE

disk array can assume.
We are now back in the main menu of GDTSETUP.

Step 5: Configure Host Drives

We are now back in the main menu of GDTSETUP and select Configure Fost Drives.
The main screen of leve! 4 appears. Press <ENTER> . A list of available Host Drives is dis-
played Again, the first entry is not relevant for our example.
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At position 1 we find our previously configured RAID-5 disk array It was automatically
transformed into a Host Drive, thus for this example we have nothing to do in this menu

prtew Computepsysteme GubH

~ fidyaneed setuy
Configure Controller
Configure Physical Devices
Configure Logical Drives

Cunhure ﬂm Drives

kelongs to
Logical @

T Host Drive
wap Host Drives
Remove Host Drive

Split fost Drive
Host Drives

—_—

Partition Drive

Wi0verur. Master Boot Code
jon, FiB: Refrssh

We should not forget to mention that if y
would have lead you to exactly the same menu as the Express Setup mode.

But this example is an exercise which should help you to gain a better understanding of
how the ICP Controller and GDTSETUP work.

ou would have selected Create new [ost Drive, this
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By the way, if you have loaded GDTSETUP from the Fiash-RAM («CTRL><G>) the Parlilion
Drive option will be missing in this menu. The reason is that partitioning makes no sense,
when there is no operating system loaded and the INTi3H extension of the 1CP Controller

has not yet been activated,
Step 6: Leaving GDTSETUP

We are now back in the main menu of GDTSETUP. The installation is completed, and we
therefore leave GDTSETUP by pressing the <ESC>-key. The following message appears:

SETUP -- Ve
(C) Copyright 1397-98

r-?lon 31.84D - fipr 82 193§
{

F vortex Computersysteme Gubl

configuration of drive(s) vas modified.
System will he rehooted,
Press any key to reboot !

As we are done with the installation and therefore definitely want to leave GDTSETUP. we
press any key.

IMPORTANT: Always end GDTSETUP by Teaving the program in the regular way (do
not warm-boot with CTRL-ALT-DEL or cold boot by pressing the RESET button).
Certain Information is only transferred to the controller when you leave GDTSETUP

in the regular way.

After rebooting the system, load GDTSETUP anew. Change to the Advanced Setup menu,

select Configure Array Drives, and press <ENTER> .
Select the Array Drive, press <ENTER> and move the selection bar to the Build/Rebuild prog-

ress menu. Press <ENTER> .
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n 3,840 - Apr A

GUISETUR -- Versie 21
IEP wortex Computersy

oY
(Cy Copyright 1997-98

998
steme

frray Drive
Change Drive Hame
E:vr.s.a.ncl frray Drive l
fdd RAID-1 Component

rogrecs [nformation. y ;
!lapsec% Tine: 0A:00: ) Estimated Tiwe: 80:43:20 )

to guit

Piadd Hot Fix
Remove Hot Fix drive
Hot Fix Pool Rccess o laforsation, FIB: Refresh

From the progress information siider, we ¢an easily see, that the 17 GB disk array is already
built up 2% and that the estimated time for the build process is 43 minutes.

Note: During the build process the disk array is fully operational, but not yet redundant
le.. you could immediately start installing your desired operating system, without having
to wait until this process has finished.

At the end of this build process the disk arrays state becomes ready (fully redundant}

nfi t
Configure Phugical Devices
Cnnﬁure Lomal Drives

| guife d !

Hy. tli_au-t:

g
reae few rrag Drive

F2! Deive Ieformation, P18 Fefrech

Now press <ENTER> and move the selection bar to the Parity Verify menu. Press <ENTER>.
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GDISETUP -- Versicn 3,040 - fpr 82 1992
(C) Copyright 1337-98 ICP vortex Computersysteme Guki

frray Irave
Change Drive Hawe
Expand Rrraé Drive ] ;
fidd RAID-1 Cosponent

Replace fr ' 5 [nformation :
Remgue RAl ‘ ‘ ) I
Tewove Arr|Elapsed Tine: 89:01:35  Estimated Tine: 02:33:20
_— Fress ESC 1o quit

Wiada Hot Fix_
Rewove Hot Fix Drive ‘
Hot Fix Pool ficcess e Infoymation, F18: Refrech

e

. | p
arltg ecacua-e

uild/Rehuild Progress

RAIDYNE now checks the correctness of the redundancy information (i.e, calculates the
redundancy information anew and compares it with the already existing information)
Depending on how large the disk array is, this check may take quite a long time, however, it
can be aborted by pressing <ESC>. Parily Verify is a diagnosis function which enables you to
verify the consistency of a disk array every now and then. We interrupt the verification by
pressing <ESC>. Note: The GDT monitor program GDTMON also includes the parity verify
function. Unlike in GDTSETUP, the disk array's parity can be checked while the disk array is

fully operaticnal (e.g.. in a NetWare file server). Further information on GDTMON is given in
a separate chapter of this manual.

Step 7: Simulating a Drive Failure

This part of our example is optional. Nevertheless, we recammend that you go through it. It
gives you a better understanding of how RAIDYNE reacts in the event of a drive failure and
what you have to do in such a case.

Impertant: To carry out the drive failure sitnulation, the disk array must be in the ready state.
Only in this state, has the disk array redundancy.

In order to make the simuiation as realistic as possible, we suggest creating an M5-DOS-
partition on the disk array with FDISK. To create disk activity, write a small batch program
which copies data from one directory of this partition to another. While the copy process is
going on, we simulate a drive failure of drive DISK_B! by removing the drive's DC power
supply cable. Now we can observe how RAIDYNE reacts:

| After a short time, the acoustical alarm of the GDT is activated. {Note: this alarm is only
activated when the RAID 5 Array Drive is being accessed).

7 RAIDYNE activates the so-called fail operation state during which the disk array remains
fully operational. The data of the failed drive is calculated by means of the redundant
data stored on the other drives.

The alarm signal does not switch off because the disk array, although operational, is found
in a state without redundancy. that is, a state which should be eliminated as soon as
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possible. The alarm signal turns off when GDTSETUP is loaded.

How is this situation reflected in GDTSETUP ?

What has happened to the failed hard disk ?

To answer these questions, we load GDTSETUP and check We goto the menu Configure Ar-
ray Drives menu and select our RAID-5 disk array which entered the fail state Press <F2>to
get further information on the failure.

£ Configure \
Configure Phusical Devices
Con{x yre Logical Drives

K. glgf’ 3 S-}(-a.n;
! 1’1‘.; ¢

After selecting the failed Logical Drive. press again <FZ>to obtain detaited information on
the physical drive which has actually failed.

T10F -~ Jers!
Bt 139798 1

Configure Controller
,Fonfigure Physical Devices;

"unfi?ure Lngical Drives | B
1 TUTE L'l‘
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Important: Even if we reconnected the power supply to DISK_BI betore loading
GDTSETUP, DISK_B! would not be included in the disk array again. If you decide to use the
failed hard disk again, it is best if you reconnect the drive to the power supply and doa
cold boot. After loading GDTSETUP select the Configure Array Drives menu. Select the Replace
Array Componen! menu

Press <ENTER> . GDTSETUP recognises the previously fatled drive again (it was not really
defective] and asks if it should be integrated into the disk array again.

H

firray Drive

Change Drive Hame
Exsand nrraa Drive
RAlD-1

ace R

fid ompanent

kelongs o
1

iiable aga
n the array 7 (¥/N)

§1Parity Verify
; Parity Recalculate

: ﬁ;{fiiﬂébuildAPrugress

Answer <Yes> and the disk array changes its state into rebuild. After leaving GDTSETUP the
controller begins the reconstruction of the data of the failed drive.
After the completion of this process. the disk array’s state changes into ready again,

A few words on the replacement of a defective hard disk of a disk array.

If 3 hard disk belonging to a disk array for which no Hot Fix drive had been assigned should
fail, you should replace this defective hard disk with a new one as soon as possible. Always be
aware of the fact that this disk artay does not have any redundancy until the defective hard
disk has been substituted. This means that if another hard disk should fail while the disk
array Is without redundancy, all data is irretrievably lost. RAIDYNE offers two pessibilities
of replacing a failed drive of an array for which no Hot Fix drive has been designated:

|. Replacement with GDTSETUP {we have just demonstrated this method)
2. Replacement by using the Hot Plug function of GDTMON

The Hot Plug method allows you to replace a defective drive while the disk array continues
to work and without having to load GDTSETUP. When this method is used. the 1/O channel
to which the defective drive is connected, is temporarily halted (that is, for the time neces-
sary for replacement). After the replacement RAIDYNE automatically begins to rebuild the
new drive. The halting and release of the VO channel is controlled by GDTMON, which is
availaple for most operating systems supported by the ICP Controller. The above men-
ticned halt of the 1/O channel serves to avoid that interferences impair the functioning of
still intact drives on this channel.
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We would like to stress that the Hot Fix method is by far the most secure method of
replacing a defective drive while the disk array is operational {see next examplel]. First of
all because it is completely automatic, and secondly because it does not imply any me-
chanical or electrical interventions on the disk array as the Hot Plug method does,

We shall explain GDTMON and the tot Plug method more thoroughly later in this manual

C.9 Example 4 - RAID 5 Disk Arrays With a Hot Fix Drive

What we call Hot Fix drives is referred to as Host Spare drives in some literature. Most
part of the installation is carried out as in our third example, sc we do not repeat the ex-
planation.

Do Step 1, Step 2, Step 3 and Step 4 as described in example no. 3.

In addition, initialize the fourth Seagate drive and make a Logical Drive out of it.

Step 5: Creating o Not Fix Drive
Select the Array Drive in the Configure Array Drives menu and press <ENTER> . Move the se-
lection bar to the Add Hot Fix Drive menu.

] frray Drive
Change Drive Hame
Expand Hrra% Drive
fdd RaID-1 onEnnent
Replace nrra¥ ompangnt
Remave RAID-1 Component
Remove Array Drive

———————

ehnue ot Fix Drive
Hot Fix Pool Access e [nformation, FIB: Refresh

[ ———

Parity Verify
Parity Recalculate

Build/Rebuild Progress

Dress <ENTER> . GDTSETUP now displays a new dialog-box containing all the Logical
Drives apt to serve as a Hot Fix drive {one criterion for this suitability is the drive's capacity,
i.e.. it has to be large enough). So do not be surprised if you do not find all the drives you
would have expected during later installations. GDTSETUP knows which drives are suited to
be used as Hot Fix drives.
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_ CDISETUP -- Versign 3.84D - Apr B2 1998
(C) Copyright 1997-56 ICP vortex Computersysteme GmkH

firray Drive
Change Drive Name
Exsand nrrag Drive
fidd RAID-1 anEonent
Replace nrrai omponent
Rewove RAID-1 Component

Remave Array Drive

Press «ENTER>.

. pgion 3,840 - fpr @2 1998
{C) Copyright 19 CP yopten Computersustene Gebt

fieray Drive
Change Drive Name
Expand ﬁrraE Drive
fidé RALD-1 unsunent
Replace nrraT omponent
Renove RAID-1 Component
Rewove Array Drive

ect brive tor
ftirib, C

GDTSETUR offers two different Hot Fix types: A privale Hot Fix drive is only available for cne
specific disk array. A Hot Fix drive in a Hot Fix Paof can be made availabie to sevcral disk
arrays {presuming that the capacity fits). In our example we choose the Private Hol Fix drive

and press <ENTER>
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(C) Copyright 1997-99 1CP vortex Computersystens GubH

frray Drive
Chaage Drive Name
Exsaml nms Drive
fidd RAID-1 unEunent
Replace nrraf omponent
Remove ROID-1 Component

Remove Array Drive Yelect EL
- 5 10
WERI[Do you vant to add the drive to the array ? <Y/N) | NN |
Ho. Mawe { j‘
. )

jon 2
Py

- Ha | Sety
Configure Controller
Conf igure Physical Devices

Can!fiure Loxcal Drives

15
[ 1 0538 MB Disk
[Ry 1 8538 MB Disk Priv. Hot Fix
rive [nformation

After pressing <F2> we get detailed information on the structure of the disk array. The last
entry refers to the Priv. Hot Fix drive.

We have alteady seen this form before, with the only difference that DISK_B3 has been as-
signed to be the Het Fix drive. We now leave GDTSETUP as described in example no. 3. in
order to allow GDTSETUP to send all relevant information to the controller and let
RAIDYNE create and store the redundant information.

The question that arises now is:
Y
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When and how does the Hot Fix mechanism work ?

Normally, RAIDYNE puts Hot Fix drives in a stand-by mode, that is, their motors are
stopped. However, it may happen that certain operations such as loading drivers, starting
GDTSETUP and so on, cause the Hot Fix drives to start their motors. This takes a little bit
longer, but it is necessary in order to enable RAIDYNE to check the consistency of the
sctup. RAIDYNE substitutes a failed hard disk with a tlot Fix drive only if the array was in a
ready state before the failure. Or, in other words a Hot Fix drive can only be activated if the
corresponding disk array was in a state of data redundancy at the moment of failure.
Important: The following partial step can only be performed if the disk array is in the ready
state

Step 6: Simulating o Hard Disk Failure When o Hot Fix Drive is Present.

This partial step is optional. However, we recommend that you carry it out in order for you
to get an idea of how RAIDYNE reacts in such a situation and which steps need to be taken.
To have a very realistic simulation, create a DOS-partition and generate load on your disk
artay by using a batch file with copy commands. During these copy operations we cause
DISK_B2 to fail by plugging out its power supply.

We how observe how RAIDYNE reacts:

1 After a short while, GDT's alarm signal is heard.
{Note: the alarm only goes on when the RAID 5 Array Drive is accessed )

2 RAIDYNE activates the so-called fail operation mode. In this mode, the disk array re-
mains fully operational. The data of the failed drive is reconstructed by means of the re-
dundancy information stored on the other drives.

3 RAIDYNE starts the motor of the Hot Fix drive.

4 RAIDYNE includes the Hot Fix drive into the disk array and starts to reconstruct the data
and redurdancy information. The disk array is now in the operation mode repuild.

5. The alarm signal is not turned off until a new Hot Fix drive is added to the disk array, or
until GDTSETUP {or GDTMON] is loaded and the missing Fot Fix drive is removed or re-
placed with a new one,

Obviously, no cther hard disk may fatl until all data is entirely reconstructed on the ot Fix
drive, because up to that moment the system operates without redundancy

How is this situation reflected in GDTSETUP?
What has happened to the failed drive ?

To answer these we load GDTSETUP and check. We go directly to the menu Configure Array

Drive menu. As expected, the disk array is in the rebuild state. Request the drive information
regarding the RAIDS disk array with <F2>.
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1997-98 [

avaeed
Configure Controller
Configure Phusical Devites

Con{lure Loical Drives

0
3 DISKBI inualid 15k ‘ ‘
4 Wissing R 2338 MB Priv. Hot Fix

Two changes have occurred. The Hot Fix drive DISK_B3 has the state invalid and has jumped
into the position of DISK_B2 (it will change its status from invalid to OK as soon as the Ar-
ray Drive is becoming ready again). DISK_B2 is missing (this is the drive we let fail (discon-
nected it from the DC power)). Since this disk array was configured to have a hot fix drive,
this position is still in the list, with the attribute missing.

C.10 Trying fo Answer The Initial Questions

Now, after having demonstrated with examples 3 and 4 haw RAID disk arrays are created
with RAIDYNE {we hope you enjoyed it}, we would like to return to the questions set down
at the beginning of this chapter. When planning a disk array it is essentiai that you have
precise ideas on how you intend te configure the disk array.

C.10.1 How Many Hard Disks Should be Inte grated Info the Disk Array ?

To answer this question let us have a look at the delimiting parameters, that is, the maxi-
mum and minimum number of drives. The maximum number of physical drives in a disk
array is determined by the number of physical drives the LICP Controller can control. In this
context, we cannot analyze the many various factors which influence the decisicon of
whether to integrate all lost Drives into one single RAID Host Drive, or rather create a
number of smaller RAID Host Drives instead. The minimum number of necessary hard
disks depends on the RAID level you wish to realize.

RAID Level Type of Disk Array Minimum number of hord disks
RAID 0 datu striping 2
RAID I disk mirroring 2
RAID 4 data siriping with parity drive 3
RAID 5 duta siriping with striped parity 3
RAID 10 duota siriping and mirroring 4

The desired usable disk space of the disk array as well as the following two issues have a
direct impact on the number of physical hard disks needed
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C.10.2 Which Level of Redundancy is Needed ?

To come straight to the point, RAID € (data stri
(the R in front of the AID is rather misleading).
pretty fast, since no pan
100% redundant becaus

ty informaticn is required. With RAID 1
e it is mirrored This is definitely the highest level of redundancy,
ombination of RAID levels 0 and 1 is RAID

but the most expensive one, too. An interesting ¢

10. Two RAID 0 stripe sets are simply mirrored. If one drive fail
on the mirrored drive. With RAID 4 (
striping with striped parity), parity information is ¢
simple mathematical cperation [eXclusive OR, XO
drive (RAID 4) or to all drives (RAID 5). If one drive s
drive can be reconstructed on the basis of the norma
Jated parity data RAID levels 4.5 and 10 can tolerate the fail
but in cormnparison to the latter, RAID 4, RAL
As already mentioned before, the entire disk array con
troller level and therefore does not load the host ¢
Lot us have a look at the following table which exp
level, usable disk capacity and number of physical hard disks. To make things easier, we

consider identical 1 GB hard disks

data striping with dedicated drive)
aiculated from the present data with a
R). and stored either to one dedicated
hould fail, the data of the defective

1 user data and the previously calcu-
ure of ane drive just as RAID 1,
D 5 or RAID 10 are less expensive.
trotling function is carried out at con-
omputer.
lains the correlations between the RAID

ping) does not imply any redundancy at all
On the other hand, a RAID 0 disk array is
(disk mirroring), the data is

5. the data are still available
and RAID 5 (data

RAID Level 2 hard disks | 3 hard disks | 4 bard disks | 5 berd disks
RAID 0 268 368 468 5GB
RAID 1 168 168 168 168
RAID 4 - 268 36B 468
RAID 5 - 268 368 4GB

RAID 10 - - 268 -

It is quite obvious that the red
more than 2 hard disks are use

tion between storage capacity and expenses for the disk array.

.10.3 Do we Need Hot Fix drives ?

In other words: Should RAIDYNE automatically reconstruct the lost data after a hard disk

failure ?

One of the reasons that have led you to choose RA
dundancy, that is, the data security you still
resting assured against loss of data
5 and 10 disk atrays. In otder to assi
time without redundancy,
puild), the time without redundan
one of the hard disks of the RAID
is without redundancy. TWR starts to run. Any super
replacement drive, or becau
hear the ICP Controller's alarm signal, or beca
he risk of data loss which will occur i
1d be created as soon as possible and in an entirely auto-
 as an immediately available and auto-replacing
short as possible Only a Hot Fix drive can ensute
data availability. Of course a Hot Fix drive is not

d immediately replace a de-
ystem or not-plugging), you can do without a Hot Fix

cause you have toc get a
diately since you didn't
the file server) increases t
Therefore, new redundancy shou
mated manner. Integrating a Hot Fix driv
drive is the only way to keep the TWR as
optimal disk array securit
compulsory. If you contro
fective drive (by shutting down the s

drive.

cy s
5 disk array we set up with example

y and constant
| the disk array at regular intervals an

TWR. Set apart the time ne
hould be kept as short as possible. Let us

Y

preserve even in
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undancy of level RAID | soon becomes very expensive when
d_Only with RAID 4 and RAID 5 have you a reasonable rela-

1D disk arrays definitely lies with the re-
the event of disk failure, thus
and time. Hot Fix drives are possible with all RAID 1, 4,
st the following considerations, we define the term
eded to set up the disk array (state
assume that
| fails The disk array
fluous prolongation of the TWR (be-

se you did not realize the failure imme-
use nobody checked
f a second drive should fail.
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C.11 States of a RAIDYNE Disk Array

An Array Drive under the RAIDYNE operaling system can assume seven different opera-
tional modes: Idle, Ready, Fail, Build, Rebuild, Expand and Error.

C.11.1 "idle" State

This state is characterized by the fact that the redundant information of the disk array has
never been entirely created. The disk array is in this state after its first configuration and
until you quit GDTSETUP. If an error should occur while the array is in the build state, the
array retuns to the idle state {exception: if during puild mode the dedicated drive of RAID 4
fails, the mode changes to fail).

€.11.2 "Build" State

After the disk array has been configured for the first time, it assumes the puild state as soon
as you quit GDTSETUP. While the array is in the puild state, redundancy informatien is <al-
culated and stored to the hard disks of the array.

C.11.3 "Ready" State

The disk array is fully operational when in the ready state. All redundant information is pre-
sent, that is. a hard disk can fail without impairing the functionality of the disk array. This is
the normal state of a disk array. The state ready/expand indicates, that the RAID level and/or
capacity are currently migrated/expanded.

C.11.4 "Fail" State

The disk array changes to the fail state whenever a Logical Drive fails. Redundancy informa-
tion is still present, thus allowing the remaining hard disks to continue working. This state
should be eliminated as socn as possible by replacing the defective hard disk. If a so-called
Hot Fix drive has previously been assigned to a disk array with GDTSETUP, the controller
will automatically replace the defective drive and start the reconstruction of the data and
the redundant information. Therefore, under these circumstances the fail state is only tem-
porary and will be eliminated by the controller itselt

C.11.5 "Rebuild" State

The disk array will assume this state after the automatic activation of a Hot Fix drive or af-
ter a manual replacement cartied out with GDTSETUP. The data and the redundant infor-
mation are reconstructed and stored to the new drive.

C.11.6 "Expund" Stafe

if the capacity or RAID level of an existing disk array is changed, the disk array changes its
state into expand. As soon as the expansion or migration is completed, the state changes
back to ready.

C.11.7 "Error" State

If 2 second hard disk should fai! while the disk array is in the fail or rebuild state, it is not
possibkle to continue the working session without restrictions. The disk array is stifl avail-
able for ¥Os . but data loss and error messages on the host level are possible

The following state diagram of the disk array summarizes the states described above and
the transitions from cne state tc another,
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Some of these states may become the addendum patch {e.g. build/patch readu/patch).

This word indicates that the original Array Drive went through a significant procedure. Le.,
the parity information was recalculated anew  Or, the Array Drive has been patched from
the error state into the fail state. This may become extremely helpful in a situation where
two Logica! Drives of an Array Drive, fail at the same titne, but only one of the two Logical
Drives is really defective and the other was blocked out, since it was connected with the
same /O channel as the defective one. The Array Drive's state is error and normally all data
would be lost. RAIDYNE and GDTSETUP include some functions, which allow the patch of
this Atray Drive from the error state into the tail sate Belore the actual patch. the defective
drive has to be physically removed from the Array Drive Such a patch-procedure is a real
sheet-anchor and should only be used, after a detailed consultation with a trained support
person (a printout of the Save [nformation file, is extremely helpful).
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D. Using Microsoft MS-DOS

#

After having explained the instailation of the ICP Controller and the host-drives in chapters
B and C, we now explain how to install the operating system MS-DOS By using some ex-
amples, we shall demonstrate how to partition a host-drive, transter M3-DOS to the host-
drive, install Windows 3 x and use a CD-ROM drive (standing for any other Not Direct Access
Device) under MS-DOS. In addition, we will give you turther information on how to install
Windows 95.

D.] Transparency of Host Drives

The structure of the Host Drives, which have been instailed with GDTSETUP (in chapter C},
is not known to DOS. i.c.. the operating system does not recognize that a given Host Drive
Consists of a number of hard disks farming a disk array. To DOS this Host Drive simply ap-
pears as one single hard disk with the capacity of the disk array. This complete transpar-
ency represents the easiest way to operate disk arrays under DOS; neither DOS nor the PCI
computer need to be involved in the administration of these complex disk array configura-
tions

D.2 Partitioning a Host-Drive and Transferring MS-DOS

You can partition the host-drives installed in chapter € with GDTSETUP as well as with the
MS-DOS program FDISK. [However, in our explanation we shall only use GDTSETUP. For
further information on FDISK, please refer to your MS-DOS manual. During the following
installation instructions we assume that there is not yet a boot disk in the computer sys-
tem. Therefore, the following steps aim at installing a primary DOS parlition on the host-drive
previously installed with GDTSETUP (see chapter C}, activating this partition, and transfer-
ring MS-DOS to this pattition. Our objective is to be able to boot M5-DOS directly from
this partition at the end of the installation. First of all, we would like to draw your attenticn
to a common operating error which is often made when Host Drives are partitioned. Many
users ignore that an M5-DOS boot partition has to have the state "active”. if the partition
is not active, the system will attempt to boot MS-DOS, but will "hang" straight away. Very
often, the system message "ROM BASIC NOT FOUNLD, SYSTEM HALTED" is displayed (in
the 40 lines of text mode). You can easily remedy this problem by booting the system from
an MS-DOS floppy disk, and then activating the partition with GDTSETUP {more informa-
tion later in this manual] or FRISK (for more information on FDISK please refer to the
MSDOS user's manual)

{A) As already mentioned before, you can load GDTSETUP in two ways. For the partitioning,
GDTSETUP has te be loaded from disk under MS-DOS:

Boot the MS-DOS-operating system (either from a boot-floppy or from an already existing
boot drive, i.e., IDE-hard disk etc.)

(B) In order for GDTSETUP to work properly, you have to lead the device driver GDTX000
first. This can be done in two ways

Load GDTX000 from the MS-DOS command level by typing in GDTX000<ENTER>, or
lead GDTX000 automatically through the CONFIG.SYS file (DEVICE=GDTX000 EXE).

Load GDTSETUP from the MS-DCS command leve] by typing GDTSETUP<ENTER>.
Note: GDTSETUP EXE as well as GDTX000.EXE are on the System Disk - DOS.

intelligent Comnputer Peripherals *



119

{C) Now, in the program GDTSETUP, select the menu Configure Host Drives.

(DISETLR -~ Verzion 3.04D - Apr 82 1536
(€) Copyriglht 1397-98 ICF vartex Computersystene GEH

B

— RAdvanced detup
Configure Lontroller
Configure Physical Devices
Confizure Logical Drives

Configure Areay Drives
éave In%urna% o
F2 Dnp

P

Pressing <ENTER> leads you to the following sub-menu. In our example, the Host Drive
list contains two Host Drives. The first drive in the list is not relevant for our example.

sutersystene Gubi

Adva

Configure Controller
Configure Physical Devices
Configure Logical Drives

nfi?ure Arrai Drives

Hp. Mame Status htiriy, pe  belongs 1o
B DISK Al ok [Ri;i 1 Logical @
ER B3 .

E pate new Rost

rive
T2 Drive Is

We select this Host Drive (by moving the selection line with the cursor keys T and d)and
confirm our choice with <ENTER>. Then the foliowing screen comes up:
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ISEILP -- Uersi - fpr B2 1998
997-9§ ICF vortay Computersysteme CmbH

Host Drive

ange Drive Mawe

y Host Drives
Remove Host Drive

—_—

Split Host Drive
Merge Hozt D 5

—

FOUTR I oitrih, Capacity Type helonds o '
preisn—— N { ZEBB W& Disk  Logical @
Bi0verur, Master Boot Code] W4, -ﬂlllm-&[m I

Inforsation, FLA: Refresh

We now select Partition Drive and then View Partitions. The following screen appears. [n our
example, there is no entry vet.

192

ersysteme (MEH

——
iChange Drive Hawe
Swap Host Drives
Rewove Host Drive

Eplit Host Drive

Merae Host Dryves

Press <ESC>, select Create Partition and press <ENTER>.

ﬁ
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Host Drive
Change Drive Name
Swap Host Drives
Renove Host Drive
Split Host Drive
Merge Host Drives

——— e e——tt———

Select Rosy Drive
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——— Partition Drive [ﬂq 12000 4 Disk  Logical @
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x‘teﬁ n I
{Logical Dos

In the upcorning window, select Primary Partition and confirm with <ENTER>.

GDISETUF -- Versign 3.B4D - fpr 82 1938
(€ Copyriglit 1997-96 TCE vartex Computersystent Gbi

Host Drive
Change Drive Name
Swap Host Drives
Renove Host Drive

——_—

Split Host Drive
Merge Host Drives

3 Select Drive Size (MB) (8..2047): 26847
n brive —

Partitions

s
Fﬂ.ﬂ@ﬁlﬂ_ iformation, T1A. Refresh
emove Fartition '

Change Active Paptition

| hl L ih y, B 2.el a0
Now you can determine the size of the primary partition. In our example, we choose to use
2047MB of the disk capacity for the primary partition and therefore enter 2047 and simply
confirm with <ENTER>. Now select View Partitiens again. You can see that the primary parti-
tion has been successfully installed and has the active state (A}, which is necessary to boot
MS-DOS from this partition.

(D) Now leave GDTSETUP by pressing <ESC>. After a few requests and messages from
GDTSETUP, the system Teboots,
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{E) Now use the M3-DOS program FORMAT to transfer MS-DOS to the primary pattition
you have just created.
To do s0, enter

Ah> FORMAT C. /S <ENTER>

(F) To complete the installation of M5-DOS, use the MS-DOS commands COPY or XCOPY
to transfer the desired MS-DOS files.

A different and maybe even more elegant method of installing M$-DOS is to use the SETUP
program of MS-DOS versions 5 and 6. In this case, you only have to create and activate a
partition with GDTSETUP or FDISK. Then boot the system from the first fioppy disk deliv-
ered with MS-DOS. MS-DOS SETUP will take care of all the rest.

D.3 CONFIG.SYS and the Driver GDTX000.EXE

GDTX000 EXE is the high performance MS-DOS driver for all ICP Controliers. In order to
obtain the best performance of the ICP Controller under MS-DOS, this driver should be
listed in the first line following the HIMEM.SYS device command in the CONFIG.SYS file.
When loaded, GDTX000.EXE replaces the BIOS EPROM (the so-called INTI13H interface) of
the ICP Controller, and also offers a VDS {Virtual DMA Services) interface. This is of particu-
lar importance for Windows 3 x. When using GDTX000.EXE please observe the following:

«  GDTX000.EXE must be loaded from the first line following the HIMEM SYS device
command in the CONFIG.SYS file If HIMEM.SYS is not loaded. it must be loaded from
the very first line of the CONFIG.SYS file.

»  GDTX000 EXE can be loaded in the UMA.
«  GDTX000.EXE is needed for an optimal use of Windows 3%

« The ICP Controiler tnfolds its full capacity under MS-DOS or windows 3.x only when
GDTXO00.EXE is instalied.

« In order to load GDTSETUP under MS-DOS from disk, you need GDTXO00.EXE.
= In the CONFIG.SYS file, GDTX000.EXE must be ioaded before GDTASPLEXE.

Below is an example of a CONFIG.SYS file which is essential for the MS-DOS configuration

device=cAwindowsthimem sys
device=gdtx000.exe

files=30

buffers=30

stacks=9.256

dos=high,umb

instali=\dostkeyb.com GR, \dostkeyboard.sys
device=gdtx000.exe

device=mouse.sys
device=\dos\setver exe
device=\gdt\gdtaspi.exe
device=\aspiaswcdnec sys /D-CD-ROM
lastdrive=h

In this example, besides the GDTX000 driver, the GDTXDOS.EXE driver, the GDT ASPI Man-
ager and an ASP| Module for an NEC CD-ROM drive are loaded

LY
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D.4 Expanded Memory Managers

When using Expanded Memory Managers, a certain address area has to be excluded from
being controlled by these programs. This area is the GDT Dual Ported Memory address
space (sized 16KRB ). If the ICP Controller is not run with the GDTX000.EXE driver {that is,
the driver has not been loaded from the CONFIG.5YS file), the address space of the GDT
BIGS must also be excluded (the size of the GDT BIOS is 8KB). If the GDTX000.EXE driver is
loaded from the CONFIG.SYS file in a line before the Expanded Memory Manager LEMM],
it is not necessary to exclude the address space of the GDT BIOS. Uniike ISA or EISA com-
puter systems where the controller's BIOS address space is set manually (through jumpers
or the configuration file), PCI computers automatically map the address space of a periph-
eral PCI device (e.g.. the ICP Controller with its BICS and Dual Ported Memory) to a suit-
able location during a warm or coid boot. If the system cenfiguration does not change [no
new PCl expansion cards are being added etc.), the PCI System BIOS will always map these
two spaces to the same addresses. To help you find out where these addresses have been
mapped to, the GDT BIOS indicates the physical address locations of the GDT BIOS and the
GDT DEMEM during the cold boot (also see chapter B in this manual):

BIOS located at 0x000E0000 - OxO00EIFFF
In this example, the GDT BIOS occupies E000:0000 to E000:1FFF (E00DO is the segment ad-
dress).

DPMEM ot 0x000D0000 - OxDOOD3IFFF
Here the DPMEM starts at DOOD:0000 and ends at DOOO.3FFF {DO00 is the segment ad-
dress)

You may also use other utility programs such as Georg Schnurer's {¢'t magazine) CTPCI pro-
gram in order to obtain the requested address locations. On this occasion we would like to
thank Mr. Georg Schnurer and the €'t magazine for allowing us to use this very helpfu! utility on
our system disks.

Example 1: The Microsoft EMM386.EXE Manager is used. The GDT driver GDTXDOG.EXE has
not been loaded from the CONFIG.SYS:

DEVICE=EMM?386.EXE X=D000-D3FF X=E000-E1FF
Example 2: The Microsoft EMM386 EXE Manager is used. The GDT driver GDTX000 EXE has
been loaded from the CONFIG.SYS:

DEVICE=EMM386.EXE X=D000-D3FF

{Note: You may have to add the path for "EMM386 EXE". Other parameters may follow the
excluded areas)

D.5 Using Windows 3.x

In order to be able to install Windows 3.x, a fully operational MS-DOS operating system has
to be present on the chosen partition, Furthermore, the first entry in the CONFIG SYS file
behind the HIMEM 3YS line has to be:

DEVICE=GDTX000 EXE

{if necessary, add the correct path name after the "=" symbol and before GDTX000 EXE]).

(A) Now install Windows according to the instructions given in the Windows manual. Gen-
erally, you start with Disk | - Setup from which you load the setup program. This Setup pro-
gram guides you through the entire installation and prompts you to insert further floppy
disks.

[}
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(B) After the installation is compieted, the Setup program will ask you if you want to reset
the system. This reset must be performed.

(€) I you change to the directory WINDOWS after the reset and type in WIN<ENTER>,
Windows will be loaded. Although thanks to its high computing power, the ICP Controller is
just right for disk intensive operating systems such as Windows, it will not show its full ca-
pacity yet. The reason for this is that the "communication” between Windows and the ICP
Controller is not yet carried cut by GDTX000 EXE, but by windows' SMARTDRV driver

(D) The steps in this section aim at removing SMARTORY from the CONFIG SYS and AUTO-
EXEC BAT files. and at adding a few entries to the Windows initialization file SYSTEM INI.
Now, delete those lines from the CONFIG.5YS and AUTOEXEC BAT files which contain
SMARTDRYV.EXE (one linc in each file) using an editor such as EDIT for instance which is
part of MS-DOS 5 and 6, or deactivate these lines by entering REM at their beginning. Then
save and exit the files. Next, load the SYSTEM.INI file located in the WINDOWS directory
into the editor and tock for the entry {386Enhj. The following lines have to be inserted af-
ter this entry

|386Enh]

EMMExclude=D000-DIFF (cr according GDT DPMEM area)
VirtualHDIrg=off

DMABufferSize=128

Now save the file. In the line "EMMexclude=_ " you have to enter the address area occupied
by the GDT DPMEM

(E} Now do a warm reboot in order for the changes in the CONFIG.SYS the AUTOEXEC. BAT
file to take effect.

{F) Now, change to the WINDOWS directory and type in WIN<ENTER>; Windows is loaded
again and the installation is completed.

D.6 Using a CD-ROM Drive under MS-DOS or Windows 3.x

CD-ROM drives [as well as tape streamers, WORM drives and most MOD drives, too) be-
jong to the category of the so-called Not Direct Access Devices. They cannot be installed
with GDTSETUP or FDISK and FORMAT and they are not directly supported by MS-DOS or
Windows - unlike, for example, hard disks and removable hard disks. To install and access
these devices, a special standard, the so-called ASPI Standard {Advanced SCSi program-
ming Interface), has been created. While the manufacturer of the controller {in this case
ICP) has to offer the ASPI Manager, the manufacturer of the 5CS1 device (CD-ROMSs etc.)
has to provide an ASPI Module (note: there are some companies which have specialized in
the development of ASPI modules, for example Corel Corp, with its product corelSCSI; the
ICP Controlter is certified by Corel). Both units, the SCSI controller and the SCSI device,
communicate through this ASPI interface 1tis not a hardware interface (like, for example,
Centronics, SCSI or RS232), but a pure software interface.

The fallowing illustration explains this interface:
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€D-ROM (Hardware: SCSL CD-ROM drive) |
|
ASPT Module
{Software: driver for CD-ROM)
MS-DOS, Windows
GDT ASP!I Manager | GDTASPLEXE)
{Software: ASPI Manager for the ICP
Controller)
!
TP Comfrofler (Hardware: S¢S Controlier) |

With the following two examples we demonstrate how to install a CD-ROM drive for use
with the ICP Controller under MS-DOS and Windows. The installation differs slightly, de-
pending on whether you use the corelSCS| software or the ASW software. Regardless of
which software you choose to use, the ASPH manager of the ICP Controller {located on the
GDT Syslem Disk - DOS) has to be loaded from the CONFIG SYS file. The objective of both
installations is to make the CD-ROM drive accessible as a drive (for example drive E) under
MS-DOS or Windows, and to be able to access this drive just as if it were a (write-
protected) floppy disk in drive A or B

At this point we presutne that the CD-ROM drive has been properly connected to the ICP
Controller. This inciudes that the SCSI-iD and the SCS! bus terminators are sct in accor-
dance with the settings of the already existing SCSi devices (i. e., the SCSI-ID chosen for
the CD-ROM drive is not occupied by arother device; resistor terminators are located only
at the two ends of the SCS1 bus).

D.6.1 Example: Using the ASW Software for the C(D-ROM

The important lines in both files are printed bold.
CONFIG 5Y3

device=c\windowsthimem sys
device=gdtx000.exe

files=30

buffers=30

stacks=9256

dos=high,umb
shell=\COMMAND.COM /E:512/P
device=\dos\setver.exe
device=\gdt\gdtaspi.exe
device=\aspi\aspicd.sys /D:CD-ROM
lastdrive=h

AUTOEXEC.BAT

path=c:\cidos;chgdt:chaspi;
prompt SP -5G

doskey

chaspiymscdex /D:CD-ROM

The GDTX000.EXE driver is loaded from the first line following the HIMEM 5Y5 command
of the CONFIG 8YS file Loading the SETVER driver (part of MS-DOS) allows older versions
of Microsoft's CD-ROM translation program MSCDEX {loaded from AUTOEXEC BAT) to run
trouble-free with the MS-DOS version currently instalied. The next line loads the GOT ASP!
Manager GDTASPI EXE. Next, the ASPICD module for the CD-ROM drive is loaded. The pa-
rameter /D-CD-ROM" has nothing to do with a drive name, it only serves as a recognition
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information for MSCDEX. As mentioned before, it is our objective to be able to access the
CD-ROM drive with a drive name {i.e. E). Naturally, this drive name has to be “free”. and
there have to be encugh drive names available. For example, the DOS command
LASTDRIVE=H! would enable the user to use drive names from Ato H. In the
AUTCEXEC.BAT file, the Microsoft translation program for CC-ROMs (MSCDEX - Microsoft
CD-ROM Extension) is loaded. It is not part of MS-DOS (except for version 6). The para-
meter /D:CD-ROM set here has to be identical to the parameter set after the ASPICD mod-
ule in the CONFIG.SYS file. After a warm reboot which serves to activate the changes made
in the CONFIG.SYS and AUTOEXEC BAT files, the CD-ROM drive can be accessed as drive E
(in our example there are two SCSI hard disks in the PCl computer, and under MS-DOS they
are accessed as C and D). Drive E can be accessed under Windows, tco, now (the Icon next
to “E" indicates that it is a CD-ROM drive).

D.6.2 Example: Using corelSCSI for the (D-ROM

When using the corel$CSI software, the instaliation is carried out by a program (inslall) 5o
that the changes in the files CONFIG.SYS and AUTOEXEC BAT mentioned below are, to a
large extent, made automatically. Under corelSCS! the SCSI/FAST-SCS! channels of the ICP
Contraller are available as independent host adapters. The important lines in both files are
printed bold.

CONFIG.5YS

device=cwindows\himem sys
device=gdtx000.exe

files=30

buffers=30

stacks=9,256

dos=high umb
shel|=\COMMAND.COM /E.512 /P
device—\dos\setver.exe
devicez\gdt\gdtaspi.exe
device=c:\corehcuni_asp.sys /1D:6 /HAN:0 /N:1 /D:MSCDO00
lastdrive=h

AUTOEXEC.BAT

path=c\.cidos cigdich\aspl;
prompt SP -8G
c:\corelcorelcdx /M:8 /D:MSCDO00

The first line following the HIMEM.SYS command of the CONFIG 5Y5 file loads the
GDTX000 EXE. The next line loads the GDT ASPI Manager GDTASPI EXE. Next, the corel
ASPI Module for the CD-ROM drive is loaded. The parameter "/D:MSCD0O0C has nothing to
do with a drive name, it only serves as recognition information for CORELCDX. As men-
tioned before, it is our objective to be able to access the CD-RCM drive with a drive name

{i e . EJ. Naturally, this drive name has to be "free”, and there has to be enough drive names
available. For example, the command LASTDRIVE=H would enable the user to use drive
names from A to H under DOS. In the AUTCEXEC BAT file, the corel translation program
for CD-ROMs, CORELCDX, is loaded. The parameter /D:MSCDO00 set here has to be identi-
cal to the parameter set after the ASPI Module in the CONFIG 5Y3 file. After a warm reboot
which serves to activate the changes made in the CONFIG.SYS and AUTOEXEC BAT files,
the CD-ROM drive can be accessed as drive E (in our example there are two SCSI hard disks
in the PCl computer, and under MS-DOS they are accessed as C and D). Drive E can be ac-
cessed under Windows, too, now (the [con next to "E" indicates that it is a CD-ROM drive).
[nformation on the various CD-ROM drives which can be used can be obtained directly
from Corel.
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D.7 The GDT ASPI Manager GDTASPIEXE

The GDT ASP! Manager GDTASPLEXE allows you not only to run Not Direct Access Devices
{e.g., CD-ROMs, tapes, MODs etc.), but to control hard disks and removable hard disks, too
(the so-called Direct Access Devices) These devices are then no longer controlled by GDT-
SETUPR but exclusively by the ASPl interface. The advantage is evident, in particular with
regard to removable hard disks (for example SyQuest} When using an appropriate ASPI
module to access these removable hard disks, for example ASPIDISK SYS or UNI_ASP.5YS
fram Corel, you can exchange the media of these drives under DOS without having to use
GDTSETUP. To the ASPI interface, the ICP Contreller appears as one host-adapter. If there
are more SCSI controllers (even if from various manufacturers) in the system and cofre-
sponding ASPI managers have been installed in the CONFIG.SYS file, you can determine a
controller's hast adapter number by using the GDT program ASPISCAN.EXE In order to
exclude that a Direct Access Device is run directly from the ICP Controlier, it has to be reserved
for the ASPI interface contrel. To do so. certain parameters have to be specified when the
GDT ASPi manager is loaded:

DEVICE=GDTASPLEXE /R:Hx1lyl [:Hx2ly2:Hx3}y3 ...|

H. host adapter number
1 5CS1 1D of the SCSI device to be reserved
K1yl host adapter humber, SCSLID

of the first SCSi device to be reserved
(in decimal form)

X2, y2. host adapter number, SCSLID
of the second SCS! device to be reserved
(in decimal form)

Example: We assume that there is only one ICP Controller in the system Two direct access
devices. the SyQuest removable hard disk connected to channel A, 1D 2, and the Quantum
hard disk connected to channel B, ID 4, have to be reserved for the ASPI manager. The cor-
responding entry in the CON FIG 8YS is.

DEVICE=GDTASPI EXE /R-HOIZ:HII4

Important note: SCSI devices reserved for the ASPI manager must not have been initialized
with GDTSETUP. Neither must they pertain to a GDT Logical or Host Drive. If necessary,
these devices can be de-initialized with GDTSETUP.

As already mentioned in paragraph 6 of this chapter, in addition to the ASPI manager an
ASPl module has to be present in order to Le able to access the SCSI device under MS-DOS
with a drive name (e g., D, E. etc.}. in the following description you find how to install ASPl
interface-reserved direct access devices with the AGW ASP! module ASPIDISK SYS and the
corel$CSI ASPI module UNI_ASP.SYS.

D.7.1 Using ASW ASPIDISK.SYS

Step 1: Include GDTX0000.EXE, GDTASPI EXE with appropriate reservations (/R: ), and
ASPIDISK SYS in the CONFIG.5YS file, then do a warm reboot {Ctrl+Alt+Del}.

Step 2: Use the ASW program AFDISK EXE to initialize the drive to be run through the ASPI
interface.

Step 3: After the successful initialization, do a warm reboot (Ctri+Alt+Del).

The CONFIG.SYS will be similar to the following (the relevant entries are printed boid):

device=gdtx000.exe
files=30
buffers=30
stacks=9,256
L Y
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shell=\COMMAND.COM /E:512 /P
device=\gdt\gdtxdos exe
device=\gdt\gdtaspi.exe /R:H114
device=aspldisk.sys

Note. Drives run with ASPIDISK 5YS are not compatible with drives run with GDTSETUP.

D.7.2 Using corelSCSI

Step 1: Include GDTX0000. EXE, GDTASPLEXE with appropriate reservations (./R..} in the
CONFIG.SYS file, then do a warm reboot {Ctrl+Alt+Del).

Step 2: Load corel's Install program and follow the instructions. Preferably, use Express-Setup.
Step 3: After the successful installation, do a warm reboot (Ctri+Alt+Del).

Step 4: Using the corelSCSI program CFORMAT, format the drive to be run through the
ASPI interface

The CONFIC.SYS will be similar ta the file below (the relevant entries are printed bold) The
parameters following the corelSCSI driver refer to a particular conflguration, they have
automatically been added by the corelSCSE INSTALL program.

device=gdtx000.exe

files=30

buffers=30

stacks=9,256

shell=\COMMAND.COM /E:512 /P

device=\gdt\gdtxdos exe

device=\gdt\gdtaspi.exe /R:H114

device=\coreldrAUNI_ASP.SYS /C:4 /ID:4:;:1 VOL:1 /DOS4 /5S:512 /@4:-98

Note: Drives run with corel3CSI and the UNI_ASP.$YS driver are neither compatible with

drives run with GDTSETUP and the GDT cache nor with those run with the above men-
tioned ASPIDISK SYS driver.
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D.8 Installing Windows 95

This guide will take you through the process to install the files necessary to allow the con-
troller to operate under Windows 95

We differentiate three cases. The ICP controller is the primary controller, the ICP controller
is the secondary controller, and the ICP controller is already installed under Windows 93
and its driver should be updated

D.8.1 The ICP coniroller is the primary coniroller

You must create an MS-DOS partition on and format the drive to which Windows 95 is to

be installed. You alsc need a CD-ROM that is fully accessible under MS-DOS.

1. Transfer the WINOS files from the ICP System CD to a 3.5 floppy disk. The files are lo-
cated in the directory, (your CD-ROM drive letter) \ADRIVERS\WINGS. You will need this
disk later in the Windows 95 Sctup.

2. Power-on the system Press Ctrl+G to enter the GDTSETUP program

3 Select the controller - <ENTER>. Press F2 to enter Advanced Setup.

4 Highlight Configure Controller - <ENTER> Highlight Controller Settings - <ENTER>

5. Highlight Delayed Write - <ENTER>. Highlight OFF - <ENTER>. Delayed write is now
disabled. This is done to ensure all files are written immediately to the Host Drive dur-
ing the Windows instaltation.

6 FPress Esc. A message appears: “Do you want to save changes?” Press <¥».

7. install Windows 95 per instructions provided with the program

8 After installation: double click My Computer icon. Double click the Control Panel icon.

9. Double click the System icon. Click the Device Manager tab

10. Double click Other Devices. Double click PCI SCSI Bus Controller.

11. Click Driver. Click Change Driver Double click SCSI Controllers.

12 Click Have Disk. Insert the ICP Windows 95 driver disk you created in step 1

13. Click OK. Click OK again. Click OK again.

14 Click Cancel. Never click Test. Windows 95 is unable to determine if the ICP BIOS
can be removed. Using the Test option may cause the system to freeze.

15. Remove the |CP Windows 95 driver disk. Restart the system.
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Upon completion of the Windows 95 installation you will need to load the GDTMON
program to Windows 95. The following steps will take you through this process.

1 Find the GDTMON .EXE file in the DRIVERS\WINGS directory on the ICP System CD

2. Copy GDTMON EXE to your Host Drive. Start the GTMON program

3 Press <ENTER> to select the Controller. Press <ENTER> to select the Protocel.

4 Press <ENTER> to select the Controller installed

5 Highlight View/Change Settings and press <ENTER>.

6. llighlight Cache Settings and press <ENTER>.

7. Highlight Delayed Write Use the space bar to toggle setting to ON.

8 Press <ENTER> two times. Delayed Write is now enabled.

9 Highlight Save Information and press <ENTER>

10. Type the file name ICPO01 and press <ENTER>. *NOTE: This creates a “snapshot” of
your system configuration. Anytime the configuration changes (i.e. add a new hard
drive, hard drive failure, change system parameters, etc.) save the information again,
using the ICP header for the file and the next higher number (i.e. ICPOO}, ICP0O2Z,
ICPO03, etc ) This information witl be needed by ICP Technical Support personnel to as-
sist you in troubleshocting problems with the controller.

| 1. Press Esc two times to exit the GDTMON program.

D.8.2 The ICP confroller is the secondary coniroller

¢ Transfer the WINDS files from the ICP System CD to a 3.5" floppy disk The files are lo-

cated in the directory. (your CD-ROM drive letter) \DRIVERS\WING5. You will need this
disk later in the Windows 9% Setup.

7 In Windows 95 double click on My Computer icon. Double click Control Panel icon

3 Double click the System icon. Click the Device Manager tab

4 Double click Other Devices. Double click PCI $SCSI Bus Controller

5  Click Driver Click Change Driver. Doutle click SCSI Controllers.

6. Click Have Disk Insert the ICP Windows 95 driver disk you created in step |

7. Click OK. Click OK again. Click OK again.

8 Click Cancel Never click Test. Windows 95 is unable to determine if the ICP BIOS
can be removed. Using the Test option may cause the system to freeze.

12 Remove the ICP Windows 95 driver disk. Restart the system.
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D.8.3 Update the ICP Windows 95 Driver

| Download the WIN95.EXE file from the ICP web site (http://www.icp-vortex.com). This
self-extracting file contains all the Windows 95 files you need

2 Run WIN95.EXE to get the update files

3 Formata 35" HD disk [1.44MB). Copy all Windows 95 files to this disk,

4 In Windows 95 double click on My Computer icon. Double click Control Panel
5 Double click System icon. Click Device Manager tab.

6 Double click SCSI controller icon Double click the ICP Controller shown

7. Click Driver tab. Click Change Driver

8 Click Have Disk Insert the Windows 95 driver disk created in step 3.

9. Click OK until you reach a prompt to specify the location of the update files.

10. Select the drive where the update disk is located. Click OK.

When file copy is done, remove the update disk and click Yes.

12 After installation of the new driver, the system nceds to reboot before the new settings
will take effect.
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E. Using IBM 0S/2 Version 2.x and Warp

#

After having exposed the installation of the ICP Controller in chapters B and C as well as
that of the host-drives. we would now like to give you some hints and pieces of advice on
how to install IBM's operating system 0872 Versions 2 x and Warp Furthermore, we explain
how to install a CD-ROM drive {representatively standing for any other Naot Direct Access De-
vice) under OS/2.

E.1 Transparency of Host Drives

The structure of the Host Drives, which have been installed with GDTSETUP lin chapter C},
is not known to 0S/2. 1. the operating system does not recognize that a given Host Drive
consists of a number of hatd disks forming a disk array. To 05/2, this Host Drive simply ap-
pears as one singie hard disk with the capacity of the disk array. This complete transpar-
ency represents the easiest way to operate disk arrays under OS/2; neither 0S/2 nor the PCI
computer need to be involved in the administration of these complex disk array configura-
tions.

E.2 Preparing the Installation

Under 0572 the ICP Controller can be operated in two different ways. it is either run by
GDT's BIOS {INT13H interface}, or, alternatively, by the high performance driver

GDTX000 ADD (located on the GDT 05/2 disk). Correspondingly. there are two different
ways of installing OS/2 with the ICP Controller. At this point we would like to stress that
only by using the high petformance GDTX000.ADD driver can the ICP Controller unfold its
full capacity under O5/2. We therefore recommend this cperating mode. In order to be able
to use the GDTX000 ADD from the very beginning of the installation it has to be copied to
the 0572 diskette #1. We recommend the following procedure:

Step I: With MS-DOS (using DISKCOPY for example]. create a copy of the 05/2 diskette #1

Step 2: Copy GDTX000 ADD jusing the COPY command) into the root directory of this new
floppy disk To get sufficient free space on 05/2 diskette # |, it may be necessary to erase
some files which are not needed for the installation procedure {for example not necded

= ADD files)

Step 3: Insert the foilowing line into the O5/2 CON FiG.SYS file of your DISK | copy:
BASEDEV=GDTX000.ADD /V

The position of the entry is irrelevant

E.3 Carrying out the Installation

As the 08/2 installation takes quite a long time, we suggest having a closer look at the
OS2 installation manual. During the installation you will be prompted to answer several
questions, for example whether you want to copy 0S/2 on an already existing MS-DOS pat-
titicn, or whether you want QS/2 to have its own partition, or whether you want to install
the 0S/2 Boot-Manager, etc. . After having decided on these options, you ¢an start the in-
stallation beginning with DISK 1 of the copy set you have previously created.

The OS/2 installation itself is carried out according to the 0S/2 installation program.

After having completed the installation, you should check that the 05/2 CONFIG.SYS file
created during the OS/2 installation contains the following linc:
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BASEDEV=GDTX000.ADD
and that the driver GTX000.ADI is either in the OS/2 or the root directory:

GDTX000 ADD or
AOSAGDTX000.ADD

if this line is missing you have tc add it to your CONFIG 5Y5 file. If the GDT driver
GDTX000.ADD is not in the OS/2 or root directory, copy it there.

E.4 Using a CD-ROM Drive under 0S/2

If O5/2 has been installed from an 9872 CD, you may skip this chapter as well as chapters
E41and E.42 ACD-ROM drive (standing for any other Not Direct Access Device) can be ac-
cessed under 0872 either directly through the QS/2 driver 0S2SCSLDMD, or the O5/2 ASPI
Manager OS2ASPL.DMD, or, for example, through corelSCSI for 05/2. We presume that the
CD-ROM drive has been preperly connected to the ICP Controller. This inciudes that the
SCSI-ID and the SCSI bus terminators are set in accordance with the settings of the already
present SCS1 devices (i e, the SCSI-ID set for the CD-ROM drive is not occupied by another
device: resistor terminators are located at the two ends of the SCSI bus only).

EA4.]1 Installation with 0525C51.DMD

Step Iz Click the 03/2 System icon on the 05/2 Presentation Manager. Then select "System
Setup” and then "Selective Install”

Step 2: Confirm the system configuration with "OK”.

Step 3: Now click "CD-ROM Device Support” in the window opening and selact the CD-ROM
drive. Hereafter click "OK”".

Step & Click Iustali now and the installation begins. The system will ask you to insett further
05/2 system disks or select an appropriate path on the hard disk

Step 5: After the installation is completed and 0%/2 is started again, the CD-ROM drive can
be accessed

E4.2 Installation with 0S2ASPI.DMD

Step I: Add the following line to the CONTIG SYS file, using. for example, the OS/2 system
editor: BASEDEV=0S2ASPI.DMD

Step 2: Now the driver GDTX000 ADD has to be configured in a manner that allows only the
ASPI Manager to access the CD-ROM drive (identified by its SCSI-1D, which in cur example
is SCSI-ID 6): BASEDEV=GDTX0000.ADD AV /A0 /AM:(0.6)

(an exact description of the command line switches can be found in the next chapter, E.51.

Step 3: Now install the corel5CSI software from the corelSCS1 05/2 floppy disk.

Step & After the restart of 05/2, the CD-ROM drive can be accessed
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E.5 Command Line Switches of GDTX000.ADD

The GDTX000 ADD driver can be configured with the foliowing command line switches. The
names of the switches are [BM 0S/2 compliant, The descriptions given in brackets {],]) are
optional. The 1" inverts the following function.

BASEDEY =GDTX000.ADD [/V] [/A:d] [/['IDM...] [/[}ISM...] [/['JAM...] [/NOSCAN] [/[1]UT] [R:...]

/¥ Verbose (only possible as first parameter)
Display logo/error messages on screen.

/A All the following options until the next /A:d
are valid for adapter d. All adapters are numbered
starting with 0.

/[MIDM... Switch for supporting a Direct Access
{SCSI| Device-Manager (i.e.- O52DASD DMD)
/DM Support Host-Drives (Standard)
/DM:d Supporn Host-Drive d as a hard disk
(default if no CD-ROM is present)
/DM:{de} Support SCS1 device (Bus d, SCSI-ID e}
as a hard disk {default for SCSI type 0: DASD)

JTISM... Switch for supporting a SCS1-Manager
(i.e.. OS23CSIDMD)

Support SCSI devices {default)

/sm:d Support Host-Drive d as SCSI device
(default if d is a cached CD-ROM)

/SMs(d.e) Support SCSI device (Bus d, 5CSI-1D e}
as SCSI device (default for all SCSI types
except 0: DASD)

/[NAM... Switch for supporting an ASPI-Manager
(i.e.. OS2ASPI.DMD)
/AM Suppott SCS! devices (OS2ASPL.DMD)
JAM:d Suppott Host-Drive d as ASPl-Device
JAM:(d ¢) Support 5CS1 device (Bus d, SCSI-ID e)
as ASPIl-Device

/NOSCAN  Scans the SCSI channels only for these devices,
which are configured through the "/DM" /SM", /JAM"
or /R" switches.

/T lgnotes special time-out values of a certain
application, but always uses the GDTXG00.ADD
settings. Some backup programs use time-cut values
that are too short.

/R:(d.e) Reserve a SCSI device ichannel d, SCSI-1D e} as a raw
device, which is directly operated through OS/2 {the
data are not cached by the GDT cache} This SCSI-
device must not be initialized with GDTSETUP
(it may need to be de-initialized).

If reciprocally axclusive options have been selected, the one set last is effective
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F. Using Novell NetWare

|

After having explained in chapters B and C the installation of the ICP Controller as well as
that of the host-drives, we would now like to give you some hints and pieces of advice on
how to install Noveli's operating system Novell NetWare We shall mainly focus on Net-
Ware 3.x and NetWare 4 x. For successful installation, it is essential to study the NetWare
system manuals thoroughly. The information given in this chapter refers to the leading of
the GDT NetWare driver only.

F.1 Transparency of Host Drives

The structure of the Host Drives, which have been installed with GDTSETUP {in chapter C),
is not known to NetWare. |.2.. the operating system does not recognize that a given Host
Drive consists of a number of hard disks forming a disk array. To NetWare, this Host Drive
simply appears as one single hard disk with the capacity of the disk array. This complete
transparency represents the easiest way to operate disk arrays under NetWare; neither
NetWare nor the POl computer need ta be involved in the administration of these complex
disk array configurations

F.2 Novell NetWare 3.10, 3.11 and 3.12

The ICP Controller and the Host Drives previously configured with GDTSETUP are inte-
grated by means of GDT's driver software located on the GDT Novell NetWare disk. The driver
belongs to the category of so-called NLMs (NetWare Loadable Module}

GDTRP310.DSK for NetWare 3.10
GDTRP311.DSK for NetWare 3.11
GDTRP312.DSK for NetWare 3.12
ASPITRAN . DSK ASPl manager
CTRLTRAN.DSK Module for GDTMON

{Note. More information about the GDTMON diagnosis tool can be found in a separate
chapter of this manual ). The installation of the fileserver itself is carried out following the
Novel! Netware documentation. According to your NetWare version, copy the appropriate
driver, the GDT ASPI Manager ASPITRAN DSK and the GDT CTRLTRAN DSK module to the
boot disk or the DOS boot partition. During installation type in,

LOAD GDTRP310 <ENTER> {NetWare 3.10) ar
LOAD GDTRP21] <ENTER> (NetWare 3.11) or
.LOAD GDTRP312 <ENTER> (NetWare 3.12)

The GDT ASPI Manager ASPITRAN DSK and the CTRLTRAN DSK module will then be auto-
matically loaded by the GDT driver (GDTRP310, GDTRP311 or GDTRP212). If more ICP Con-
trollers are installed in the fileserver (i e., for controller duplexing), the above mentioned
driver has to be called upon several times. But as it is re-entrant, it is only loaded once. A
single ICF Controller can be chosen by selecting its PCI slot number.

F.3 Novell NetWare 4.x

The ICP Controller and the Host Drives previously configured with GDTSETUP are inte-
grated by means of GDT's driver software located on the GDT Novell NetWare disk. The driver
belongs to the category of the so-called NLMs (NetWare Loadable Module).

ﬁ
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GDTRP400 DSK for NetWare 4. x
ASPITRAN DSK ASPI manager
CTRLTRAN.DSK Module for GDTMON

(Note: More information about the GDTMON diagnosis tool may be found in a separate
chapter in this manual }

The official release for ICP HAM-drivers is scheduled for Q2/98. There is already a beta-
package available on our Website.

if you wish to install NetWare 4.x from a CD-ROM, you first have to set up the CD-ROM
drive under MS-DOS, following the instructions given in chapter D, section D 6. Then install
NetWare following the instructions in the NetWare documentation. During the installation,
the NetWare installation program asks you which hard disk driver you want to load, show-
ing a list of available drivers. As the GDT driver is not part of this list yet, you have to boot
it from the floppy disk: insert the GDT Novell NetWare disk into the floppy drive. Now. select
the drivers GDTRPA00, ASPITRAN and CTRLTRAN Complete the installation according to
the instructions given by the NetWare installation program.

Naturally you can also load the GDT driver directly from the system console, just as with
NetWare 3.x.

LOAD GDTRPAOG <ENTER>

{ASPITRAN.DSK and CTRLTRAN.DSK will be loaded automatically ). If more ICP Controliers
are installed in the fileserver (i.e, for controller duplexing), the above mentioned driver has
to be called upon several times. But as it is re-entrant, it is only loaded once A single ICP
Controller can be chosen by selecting its PC slot number

F.4 Tips and Tricks

FA.1 Opfimize Data Throughput

High performance RAID controllers are designed for multi-l/O operaticns and are capable
of processing severa! /03 simultaneously. Especially cache controliers with powerful on-
board RISC CPUs can handle several hundred 1/Os per second. NetWare offers the option of
adjusting the number of write /Os which are loaded cn the mass storage subsystem. In or-
der to gain optimum performance and speed from modern high performance disk control-
lers. the amount of the so-called ‘maximum concurrent disk cache writes' has been
increased with every further development of NetWare. Looking back to NetWare 3.1 1, only
100 ‘concurrent disk cache writes’ were possible Wwith NetWare 4.10, this can be as much as
1000.

The number of concurrent disk cache writes delivering the best performance is highly de-
pendent on the performance of the installed disk controller, the amount of cache RAM on
the controller and the hard disks. The ICP Controllers can easily cope with up to 509 simul-
taneous requests. The following command line enables the adjustment of & new number
under NetWare (default value = 59):

set maximum concurrent disk cache writes = xxxx

where xxxx represents the required number of concurrent disk cache writes.
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F.4.2 'cache memory allocator out of available memory' in PCI-ISA Sy s-
fems

PCI-Systems which are not equipped with an EISA-Bus behave in the same way as an ISA
mainboard with regard to the available RAM memory. NetWare therefore does not auto-
matically recognize the available memory above 16 MByte The command 'Register Mem-
ory' allows the registration of memary above 16 MByte.

Memory shortage can appear while loading several applications simultanecusly on the
server, especially where large volumes are concerned. This is because the Register Memory
Command is normally carried out in the autoexec.ncf file. This is usually located in the
SYS-Volume.

An autoexec nef file placed in the DOS-Partition of the NetWare Server helps to get around
this problem. In erder to carry out this process, the disk driver has to be removed from the
startup.ncf and inserted into the autoexec.ncf in the DOS partitien. In this case, the disk
driver has to be loaded directly after the Register Memory command. An example of an
autoexec.ncf file;

register memory 1600000 1000000
LOAD C.GDTRP212

i.r-\-addition, a further start file can be loaded on the 5YS volume for differentiation, e g,
with the name 'autonet ncf".

F.4.3 Installing NetWare 4.1 - Wrong Drive Name

The following problem often occurs when installing NetWare 4.1 server: While copying the
maodule cdrom nlm the system hangs - forever. This problem only occurs when the CD-ROM
drive's name under M5-DOS is ‘edrem’, t.e., the config. sys/autcexec bat contains the fol-
lowing files:

DEVICE=aspicd sys /D.cdrom
and
mscdex /D:cdrom

To avoid this problem, simply change the CDRCOM's name in DOS to another name, i.e., use
/D.scsicd’ instead of /D.cdrom’.

F.4.4 NetWare-Server Not Stable When Nigh Wtilization

High server utilization, combined with a large number of applications running on the server
often leads to the following problem: The number of 'Dirty Cache Buffers’ increases tre-
mendously and the server is then not stable. In order to avoid this situaticn, the following
parameters should be modified:

| Increase the number of concurrent disk cache writes for the disk subsystem:

set maximum concurrent disk cache writes

This parameter can be increased up to 500 for high performance controllers and fast hard
disks.

2 Decrease the delayed write standard parameter:

set dirty disk cache delay time

ﬁ
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This parameter sets the time whereafter ‘dirty buffers’ are written (flushed) from the cache
of NetWare to the hard disk The minimum value is 0.8 seconds which influences the server
performance substantially. Therefore, care should be taken not to go below 0.8 seconds.

F.4.5 ICP Controller and Non-ASPI Compatible Controllers

If an ICP Controller is operated under NetWare together with a further controller / hosta-
dapter which does not support the ASPI standard, SCS1 Raw Devices cannot be opcrated on
hoth controllers (tapes, CD-ROMs).

in peneral, NetWare gives preference to controllers which support the ASP! Standard (GDT,
Adaptec). As soon as ASPITRAN.DSK is loaded (Auto-Loading Module) tapes and CD-Roms
on the ASPI non-compatible controller are no longer recognized.

Tc avoid this problem, the file ASPITRAN DSK can be deactivated via a modification

Please note: After this modification, nc other Raw Devices (tapes, CD-Roms) are recognized
on the GDT (Adaptec,...).

In order to deactivate ASPITRAN DSK. the string "ASPI_Entry’ has to be found by using a
Disk-Monitor in ASPITRAN.DSK {please pay attention to capitals etc). This string is then
modified. e g.. by replacing 'A’ with an "X’ (i &, 'XSP1_Entry’)

This modified AGPITRAN DSK enables the operation of Raw Devices on the non-ASPI-
compatibie Controllers.

F.4.6 Last Status Information

All ICP Controllers temporarily store the status information from all hard disks which are
connected. This information can be very useful when searching for possible causes of disk
failures or interferences The last status information consists of a hexadecimal. 8 digit
number and can be displayed via the GDTMONitor or can be saved in a SAVE
INFORMATION ASCIi file. The informaticn is temporarily available in the ICP Contraller's
RAM. Therefore, it is important to check this information before switching off and befcre
carrying out a Reset if a disk failure has occurred, or if interference was present, The last
status information is divided into Controller-specific and 5CSl-specific messages, The most
important Last-Status codes are described in this manual, a more detailed description can
be found in the files LASTSTAT PDF (Adobe Acrobat format) or LASTSTAT TXT |ASCIT for-
mat) at the ICP vortex Website (hitp://www icp-vortex.com)

F.A.7 Adding Additional Capacity After An Online Copacity Expansion

The additional capacity resulting from an online capacity expansion of an existing Array
Drive is introduced to the system as a new Host Drive. In order to be able to make use of
the new capacity without having to down the server, type “scah for new devices” on the server
console to recognize the new capacity. Use Inslall to build new partitions and volumes

F.5 Notes on ARCserve

Please make sure that you always have the latest version of your ARCserve software

The back-up program ARCserve can be used in connection with the ICP Controller. The
communication between the tape device {for example DAT, DLT) and the ICP Controller
takes place through the ASPI interface. For this purpose, the GDT ASPI Manager
ASPITRAN DSK is necded When loading the regular GDT NetWare driver {for example
GDTRP3211 DSK), the ASPI Manager is automatically loaded, too. During the instaliation of
ARCserve, choosc Adaptec ASPI Mamager a5 interface
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G. Using SCO UNIX V/386

e

After having explained in chapters B and C the installation of the ICP Controller as well as
that of the Host Drives, we would now like to give you a few hints regarding the installation
of the operating systems

SCO UNIX V/386 3.2v4.x, 3.2v5.x (Open Server)

For successful installation, it is essential to read the SCO system manuals thoroughly.

6.1 Transparency of Host Drives

The structure of the Host Drives, which have been instalied with GDTSETUP (in chapter C).
is not known to UNIX. l.e., the operating system does not recoghize that a given Host Drive
consists of a number of hard disks forming a disk array. To UNIX this Host Drive simply ap-
pears as ohe single hard disk with the capacity of the disk array. This complete transpar-
ency represents the easiest way to operate disk arrays under UNIX; neither UNIX northe
PCI computer need to be involved in the administration of these complex disk array con-
figurations

6.2 General Tips for Installation

In the following description, we shall explain the installation of SCO UNIX V/386 3.2v4.x
and 3.2v5.x step by step in connection with the ICP Contraller. Apart frem the SCO UNIX
floppy disks and the SCO UNIX documentation, you also need the GDT floppy disks

GDT SCO UNIX BTLD-Disks for 3.2v4.x, 3.2v5 x

for the installation. In the following discussion, when we speak of a boot drive we refer to the
drive which is first integrated upon system power up. For the ICP Controller this drive is the
first Host Drive in the list of GDT Host Drives, 1. e., the Host Drive number 0 {see
GDTSETUP menu Configure Host-Drives). During the installation you wilt have to decide
whether you want the ICP Controller to make the boot drive available, or whether you want
to operate the ICP Controller as an additional controller in the computer system.

i the 1CP Controiler is the only hard disk controller in the computer system, it will auto-
matically make the boot drive available If there are more hard disk controllers, the con-
trolier which makes the first drive available (the drive containing the MS-DOS partition C;)
will be the boot controller.

In ptinciple, SCO UNIX is always installed on the hard disk with Target ID 0 and LUN O on
host adapter 0, that is on Host Drive 0 of this controller. If SCO UNIX is installed from tape
(streamer) the streamer must have SCSI ID 2 and be connected to SCS! channel A of host
adapter 0. For an installation from CD-ROM, the CD-ROM device must have SCSI-1D 5 and
has to be connected with channel A of the ICP Controller.
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When using 3.2v4.x or 3.2v3.x, you have thc option to link the driver to the kernel before
starting the kernel (btld (ADM))}. This wil] allow you to use the ICP Controller as the only
controller in the system. Use the GDT BTLD Disk. During the installation, whenever the N1
floppy disk is inserted and the message

Boot

is displayed, do nct press <ENTER> immediately, but type in link <ENTER> The system
will then prompt you for the name of the BTLD driver Now type in gdth. It may be necessary
to type in the complete boot string. In this case, you have to add the following command:

link=gdth bd=fd(xx)

where xx is the "Minor Device Number" of the corresponding device file xx = 60 for
1d0135ds18, 3.5 floppy as A orxx = 61 for fd1135dsi8, 3,5 floppy as B: (see SCO UNIX
system Administrator's Reference, Hardware Dependence, floppy devices). When re-
quested, enter the IRQ which has been assigned to the PCI INT of the ICP Controller (see
chapter B, Hardware Installation). In addition, the GDT BIOS must not be disabled and the
boot drive must be connected with the ICP Controller having the lowest PCI slot number.
When the UNIX installation has been completed, the driver is installed, too, and you may
install further devices with mkdev hd (ADM].

If the ICP Cantroller is an additional controller, the installation of the driver is carried out
with instalipkg.

6.3 Instructions on mkdev (ADM) for 3.2v4.x

Whenever the program midev kd (ADM) is started, you will be asked for the coordinates of
the device you wish to install. The driver does not automatically display all devices con-
nected. so after the installation you will find a tool named GDTSCAN in the directory Yetc'
The scanning can take up to several seconds, especially when there is more than one con-
troiler in the system. The devices are displayed together with their host adapter number,
target-1D and LUN. These values are to be used in mkdey (ADM). Let's have a brief look at
how the HA-no.. target-ID and LUN are determined. Please note that the UNIX driver al-
ways maps the first detected Host Drive with target-ID 0, LUN 0. Exactly this drive would be
used as a boot drive when the ICP Controller is to make the boot drive available.

Host adapter Number (HA}

The host adapter number assigned to the ICP Centrolter is derived from the PCI slot num-
ber of the ICP Controller. Therefore, if there is only one ICP Controller installed in the PCI
bus computer system, the host adapter number=0 If there are two ICP Controllersinstalled,
the ICP Controlier with the lower PCI Slot number is assigned host adapter number 0 and
the ICP Controller with the higher BCI slot number is assigned host adapter 1. {Note; After
a cold boot, the GDT BIOS displays a couple of messages, each beginning with the con-
trolier's PCI slot number, e g '[PC1 0/3] 4 MB RAM detected”. The number after the 7 is the
slot number of the controiler. This helps you to determine which is the order of the ICP
Controllers and and which host adapter number is assigned to them by UNIX. See also
chapter B, Hardware Installation).
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UNIX Target-ID and LUN

Target-1Ds 0 and ! with LUN 0 to 7 are reserved for "Direct Access Devices” (devices be-
having like a hard disk or a removable hard and therefore configurable with GDTSETUP).
There is a correlation between the Host Drive number GDTSETUP assigns (menu Configure
Host Drives), and the assigned target-ID and LUN:

Host-Drive Number = 8 * Target-ID + LUN

The Host Drive number is the number the drive is given in the list of available Host Drives
in the GDTSETUP program. The following exemplary screen shows a list of Host Drives. In
this example, there are two Host Drives instalied.

DI
1D,

i‘ea e new

Therefore, the first Host Drive has target-ID 6/ LUN 0 and the second target-[D 0/ LUN 1.
The formula for determining target 1D and LUN from the existing Host Drive numbers yields
the following possible combinations for "Direct Access Devices™

Host Drive  TargetiD LUN Host Drive TargetiD LUN
number number

8 1
9 |
o 1
11 |
12 |
13 1
14 1
15 1

- R W R — O
OO OoOOoO0
SOV R WA O
IOV D WA — O

This conversion is necessary because the single SCSI devices are not declared to the host
operating system in the order of their SCSI-1Ds anymore, but according to the Host Drive
numbers they have in GDTSETUP. Host Drives are a prerequisite for the ICP Controller to
be able to link several SCSI devices to form a higher structure (i ., RAID 5).

The sequence of the single Host Drives can be changed very easily by having GDTSETUR
sort them in its Configure Host Drives menu. In this way, it is also possible to change the boot
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drive (it had previousty been selected as boot drive because it has the lowest drive number,
that is. 0 and is therefore the first drive to be communicated to the system )

Target ID and LUN of "Not Direct Access Devices” (devices such as streamers, tapes, CD-
ROMS, ete.. not configurable with GDTSETUP) are determined on the basis of the SCSI-ID
and the SCS] channel used by the ICP Controller These devices can only be configured with
SCSI-Ds 2 to 6. SCSI-ID 0 and | are teserved for hard disks, SCSI-ID 7 for the ICP Controller.
if "Nat Direct Access Devices” are configured on SCSI-ID G or |, they are not recognized
during the scarning process and can therefore not be used. The Target 1Ds of Net Direct Ac-
cess Devices are identical to their SCSI-ID, the LUN depends on the SCSi channel used (LUN
0 for SCSI channel A and LUN 4 for SCSI channel B). Note: After a cold boot the GDT BIOS
displays ali connected devices with their physical coordinates. 1. e. their SCSI-1D and 5CSI-
LUN, (see "Chapter B, ICP Controller Function Check”).

SCSI-ID of Not Direct Access Used GDT UNIX UNIX
Devices SCSI channel Target iD LUN

2 A 2 0

3 A 3 0

4 A 4 0

5 A 5 0

6 A 6 8]

2 B 2 4

3 B 3 4

4 B 4 4

5 B 5 4

4] B 3] 4

Having to determine the Target 1D and LUN in such a complicated manner might seem
rather awkward. However, it is necessaty to do so because the ICP Controllers have more
than one SCS| channel, whereas UNIX can only manage host adapters with one SCSI chan-
nel Therefore, the GDT UNIX driver has to make the appropriate transformations.

Configurafion Example:
in the PCI computer are two ICP Contrellers (HA O = [st GDT. HA | = 2nd GDT), each with
two SCSI channels.

| hard disk as Host Drive no. 0 on HAD
| hard disk as Host Drive no. 0 on HA
| hard disk as Host Drive no. 1 on HAI
| Streamer SCSI-ID 2, LUN 0 on SCSI channe! A of HAG
1 CD-ROM SCS1-1D 3, LUN 0 on SCSI channel A of HAD
i DAT SCSI-ID 2. LUN 0 on SCSI channel B of HAI
Result:
HA Target-1D LUN Device
0 0 3] 15¢ hard disk, Host Drive no. 0 {boot- and
installation drive)
0 2 0 Streamer
0 3 0 CD-ROM
] 0 0 hard disk, Host Drive no. 0
1 0 1 hard disk, Host Drive no. |
1 2 4 DAT
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6.4 Instructions on mkdev (ADM) for 3.2v5.x (Open
Server)

Whenever the program mkdey hd {ADM) is started, you will be asked for the cocrdinates of
the device you wish to install. The driver does not automatically display all devices con-
nected. so after the installation you will find a tool named GDTSCAN in the directory Vetc',
The scanning can take up to several seconds, especially when there is more than one con-
troller in the system. The devices are displayed together with their host adapter number,
target-1D and LUN. These values are to be used in mkdev (ADM). Let's have a brief look at
how the HA-na . target-1D and LUN are determined. Please note that the UNIX driver al-
ways maps the first detected Host Drive with target-iD 0, LUN 0. Exactly this drive would be
used as a boot drive when the ICP Controller is to make the boat drive available. As an al-
ternative for the following “new” mapping method of SCO UNIX V/386 3.2v5 x, you may alsc
use the mapping as described in section G.3 {for 3.2v2.0 & 3.2v4 x) To enable this ("old”)
mapping. change in the

fetc/conffpack d/gdth/space ¢
gdth_mapping=1 into
gdth_mapping=0

Host adapter Number (HA}

The host adapter number assigned to the ICP Controller is derived from the PCl slot num-
ber of the |CP Contrailer. Therefore, if there is only one ICP Controller installed in the PCL
bus computer system, the host adapter number=0. if there are two (CP Controllersinstalled,
the 1CP Controlier with the lower RCI Slot number is assigned host adapter number 0 and
the ICP Controller with the highet PCI slot rumber is assigned host adapter 1. (Note: Alfter
a cold boot, the GDT BIOS displays a couple of messages, each beginning with the con-
trollers PCI slot number, e.g. "|PC1 0/3] 4 MB RAM detected"”. The number after the 7/ is the
slot number of the controller. This helps you to determine which is the order of the ICP
Controllers and and which host adapter number is assigned to them by UNIX. See also
chapter B, Hardwate [nstallation).

UNIX Torgei-iD and LUN

Tatget-1Ds and LUNs for “Not Direct Access Devices" (devices like streamets, tapes and
CD-ROMs and therefore not configurable via GDTSETUP), are directly assighed to the SCSI-
D and the channel of the ICP Contralier. Host Drives are assigned in increasing order to
the free coordinates (bus number and target {D;LUN is always 0).

Configuration Example:
In the PCl computer are two ICP Controllers (HAQ = 1st GDT. HA 1 = Ind GDT), each with
two SCSI channels.

| hard disk as Host Drive no 0 on HAQ
| hard disk as Host Drive no. 0 on HAI
! hard disk as Host Drive no. | on HA]
| Streamer 5C51-1D 2, LUN 0 on SCS1 channel A of HAQ
i CD-ROM SCSI-1D 3, LUN 0 on SCSI channel B of HAD
1 DAT SCSI-iD 2, LUN 0 on SC5I channel A of HAL

LY
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Result:

HA Bus Target-1D LUN Device

0 0 0 15U hard disk, Host Drive no. §
{boot drive)

Q 0 2 0 Streamer

0] 1 3 4] CD-ROM

1 0 0 0 hard disk, Host Drive no. 0

1 0 I 0 hard disk, Host Drive no. |

1 0 2 0 DAT

1 0 3 0 hard disk, Host Drive nc.2

[mportant Note: ‘Not Direct Access Devices' must not be connected to Bus 0, Target-1D 0,
LUN 0. This is reserved for the boot device under SCO Unix 3.2v5 0

6.5 Further Information

* From version 4 x of SCO UNIX V/386 3.2, a media change can be made with the UNIX
commands MOUNT and UNMOUNT. Please make sure that the removable hard disk
keeps its GDTSETUP drive number when changing the media, otherwisc a separate
ID/LUN entty is necessary for each single media (since the drive number depends on
the media and not the device containing it).

» SCO UNIX V/386 3.2v4 x and later versions support a maximum of 4 ICP Controllers in
one computer system

» The tool GDTSYNC in the directory Jetc carries cut a UNIX SYNC command (update
super block) and causes all buffers stiil present in GDT's cache to be written to the
Logical Drives. It is advisable to use this toc! before shutting down the system

= When using Direct Access Devices with exchangeable media ie.g., removable hard disks),
a media has to be inserted when the system is booted, otherwise the device is not
available under UNIX

» "Not Direct Access Devices” (streamer, tapes, CD-ROMs, etc) can be switched on even
after system power up, they will still be recognised by GDTSCAN afterwards
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H. Using Interactive UNIX

#

After having explained the installation of the GDT Host Drive in chapters B and C as well as
that of the Host Drives. we would now like te give you a few hints regarding the installation
of the operating systems

Interactive UNIX V/386 3.2v3 and 3.2v4,

For successful installation, it is essential to read the Interactive system manuals thor-
oughly. Besides the Interactive UNIX disks and documentation, the following GDT disks are
needed (they may be downloaded from our BBS or Website):

GDT Interactive UNIX 3.2v3&4 for sysadm
GDT Interactive UNIX 3.2v4 - for boot installation
(only for Interactive UNIX 3.2v4 and the boot installation)

H.1 Transparency of Host Drives

The structure of the Host Drives, which have been installed with GDTSETUP (in chapter C),
is not known to UNIX. | e, the operating system does nat recognize that a given Host Drive
consists of a number of hard disks forming a disk array. To UNIX. this Host Drive simply
appears as one single hard disk with the capacity of the disk array. This complete transpar-
ency represents the easiest way to operate disk arrays under UNIX, neither UNIX nor the
PCl computer necd to be involved in the administration of these complex disk array con-
figurations

#.2 Installation as an additional Confroller

Install the driver software with the help of susadm, using the menu options Software, Install a
package. (The driver software for Interactive UNIX is on the GDT Interactive UNIX floppy
disk 1. Now specify the drive containing the driver disk and select the floppy disk type
(720K B} {reading the floppy disk can take some time). During installation, a GDT driver cor-
respending to the IRQ used by the ICP Controller has to be selected. As discussed in chap-
ter B of this user's manual, the PCl System BIOS automatically assigns an IRQ to a PCHINT.
The IRQ used by a ICP Controller is displayed by the GDT BIOS after a celd boot.

After having successfully completed the installation of the GDT driver, you may introduce
another GDT Host Drive into the system by using keonfig and its menu options Configure,
HPDD, Reconfigure HPDD. [n the next menu you enter the connected SCSI devices (type of
device, SCSI-ID and LUN). After this, link a new kernel in kconfig by using Build, Build a kernel,
then install with Install. At the next system reboot, the GDT displays a screen listing all its
connected devices. Connected tapes are instantly ready for use, they can be accessed im-
mediately with programs such as mt for rewinding. deletion etc. Host Drives have to be
prepared with sysadm first, using the options Disk, Fixed Disk Management, Add a Fixed Disk to the
system (Partition Disk and Create UNIX Partitions), and meunt to connect the file systems
Please note that the hard disks must have been prepared (initialized) before with
GDTSETUP (the DOS configuration-program on the System Disk - DOS). and the Host
Drives must have been defined.

H.3 Installation as Boot Controller

First initialize a hard disk connected to the ICP Controller {using GOTSETUP under DOS),
and install it as a Host Drive (see chapters C and | "Configure [{ost Drives”) The Host Drive
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on which you wish to install the Interactive UNIX system must be assigned number 0
{GDTSETUP menu option Configure Host Drives). Now you can start the installaticn proce-
dure. During installation, a GBT driver corresponding to the IRQ used by the 1ICP Controller
has to be selected. As discussed in chapter B of this user's manual, the PCI System BIOS
automatically assigns an IRQ to a PCI INT, The IRQ used by a ICP Controller is displayed by
the GDT BIOS after a cold boct. After having successfully instailed the basic Interactive sys-
tem. use InstaliPkg to install the sofiware package OS File Management, kernel Configuration, and
afterwards the GDT driver software. After having instalied other desired scoftware, choose
the menu option keonfig to configure the ICP Controller as boot controller and to enter any
other device connected to it. Then, a new kernel must be linked and installed (see above)
After Exit and a system reboot, you can partition and mount Host Drives with sysadm (see
above]. You can integrate the GDT driver into the kernel of the copy of the boot disks in two
different ways:

a) There is already a bootable system on another computer

In this case, the easiest method is to install the driver software for the ICP Controller on
this system and te link a kernel containing the ICP Controller as boot controller (see
above) Then copy this kernel to the [nteractive boot disk copy. This can be easily done
since this floppy disk contains a mountable file system. You can then start the instaliation
with this boot disk. Make sure that the controller's IRQ is set according to the entry in keon-

fig.

b) There is no bootable system available.

For interactive UNIX 3.2v4, only

When using this UNIX version, you have to use the GDT Interactive disk called GDT Interac-
tive UNIX 3 2v4 - for boot installation. The installation is carried out according to the Inter-
active UNIX 3.2v4 documentation.

H.4 UNIX Target-ID/LUN of a Host Drive Number

Target-iDs 0 and | with LUN Oto 7 are reserved for "Direct Access Devices" (devices be-
having like a hard disk or a removable hard disk and therefore configurable with GDT-
SETUP). There is a fixed correlation between the Host Drive number in GDTSETUP {menu
“Configure Host Drives’} and the target-1D and LUN. when a host-drive has been installed
with GDTSETUP, it has to be communicated to the UNIX system {in kconfig) by assigning a
target-iD and LUN which are determined with the following formula:

Host-Drive Number = 8 * Target-ID + LUN
The host-drive number is the number the drive has in the list of available host drives in the

GDTSETUP program. The following exemplary screen shows a list of host drives in which
two host drives are installed.
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GRTSET ersion 74D - Apr A2 1998
(C) Copyright 1397-58 ICP wortex Coputersysteme Guhh

- R setup
onfigure Controller
onfigure Pliysical Devices
Configure Logical Drives
Configure Array Drives

helongs 1o

Therefore, the first Host Drive has target-ID 0/ LUN 0 and the second target-ID 0/ LUN 1.
The formula for determining target 1D and LUN from the existing host-drive numbers yields
the follawing possible combinations for "Direct Access Devices”:

Host Drive  TorgetID LUN MNost Drive TargetiD  LUN
nvmber No.
0 0 0 ] | 0
1 0 1 g I 1
2 0 2 10 | 2
3 0 3 1 ! 3
4 0 4 12 i 4
p] 4 5 13 1 5
6 0] 6 14 1 6
7 0 7 15 I 7

This conversion is necessary because the single SCSI devices are not declared to the host
operating system in the order of their SCSI-IDs, but according to the host-drive numbers of
GDTSETUP. The LCP Controller needs host-drives in order to be able to link several SCSi
devices to form a higher structure (i.e., RAID 5. The sequence of the single host-drives can
e changed very easily by having GDTSETUP sort them in its "Configure Host Drives” menu.
In this way. it is also possible to change the boot drive (it had previously been selected as
boot drive because it has the lowest drive number, that is, &, and is therefore the first drive
to be communicated to the system ). There is one restriction that has to be observed with
Interactive UNIX: Even though gaps are allowed when numbering the host-drives, if there
are several Host Drives, a certain number for a device having a LUN greater than 0 may only
be selected if this number already exists for another device with LUN 0. In other words, a
certain number can only be assigned to a LUN >0 position if the LUN 0 position has also
been assigned

Example: If a host-drive no. 13 exists {target-1D=1, LUN=3), there alsc has to be a host-
drive with number 8 (target-ID=1, LUN=0). Please keep this in mind when assigning the
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numbers in GDTSETUP. Target 1D and LUN of "Not Direct Access Devices” (devices such
as strcamers, tapes, CD-ROMS, etc . not configurable with GDTSETUP) must be determined
on the basis of the SCSI-ID and the SCSI channel used by the ICP Controller. These devices
car only be configured with SCSE-IDs 2 to 6, 8CSl-ID 0 and 1 are reserved for hard disks,
SCSI-ID 7 for the ICP Controller. If "Not Direct Access Devices” are configured on SCSI-ID 0
or 1. they are not recognized during the scanning process and can therefore not be used.
The Target IDs of Not Direct Access Devices arc identical to their SCSI-1Ds, the LUN depends cn
the 5CS1 channel used {LUN 0 for SCSI channel A and LUN 4 for SCSI channel B). Note: Af-
ter a cold boot, the GDT BIQS displays all connected devices with their physical coordi-
hates. i.e.. their SCSI-ID and SCSI-LUN, {see "Chapter B, ICP Contreller Function Check”)

SCS1-1D of Not Direct Access Used 6DT nix UNIX
Devices SCSI chonnel Target ID LUN

2 A 2 0

3 A 3 0

4 A 4 0

5 A 5 0

6 A 6 0

2 B 2 4

3 B 3 4

a B 4 4

5 B 5 4

6 B 6 4

Having to determine the Target 1D and LUN in such a complicated manner might seem
rather awkward. However, it is necessary to do so because the ICP Controllers have more
than one SCS| channel, whereas UNIX can only manage host adapters with one 5C3I chan-
nel Therefore, the GDT UNIX driver has to make the appropriate transformations.

Configuration Example:
In the PCI computer are two [CP Controllers (HA 0 = Ist GDT HA 1 = 2nd GDT), cach having
two SCSI channels.

| hard disk as Host Drive no. ¢ on HAQ
1 hard disk as Host Drive no. 0 on HAI
| hard disk as Host Drive no. | on HAI
| Streamer 5CSI-ID 2, LUN 0 on SCSI channel A of HAO
| CD-ROM SCSI-ID 3, LUN 0 on SCSI channel A of HAQ
1 DAT SCSI-ID 2, LUN 0 on SCSI channel B of HAL
Resuli:
HA Target-1D LUN Device
0 0 0 15t hard disk, Host Drive no. 0 {boot- and
installation drive)
0 2 ¢ Streamer
0 3 0 CD-ROM
1 0 0 hard disk, Host Drive no. 0
1 0 1 hard disk, Host Drive no. |
1 2 4 DAT

ﬂ
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H.5 Further Information

« During the installation of the GDT driver, additional tools are copied into the fetc di-
rectory. Before you can use them you have to create a special device file named
/deviredth by means of "link"; this device file has to be placed on a device of a GDT
Host Drive
For example, on ICP Controller 0 we have the Host Drive | which is HA 0, Target-ID 0,
LUN 1 under Interactive Unix. The corresponding special device file is
/devirdsk/c6t0dl 1 sG (<0 = HA, t0 = Target-1D 0, d0 = LUN 0, s0 = Unix partiticn).

By means of "In /dev/rdsk/c0tod1s0 /dev/rgdth”, the required special device file is
generated.

A media change can be made with UNIX commands MOUNT and UNMOQUNT. Please
make sure that the removable hard disk keeps its GDTSETUP drive number when
changing the media, otherwise a scparate |D/LUN entry is necessary for each single
media (since the drive number depends on the media and not the device containing
it).

If you change the hardware configuration of your PCI computer system, it may happen
that the GDT is assigned to a different IRQ, as it was assigned during the installation
and opetation of UNIX. In this case you need to run the installation again with a GDT
driver for the new IRQ, or change the hardware configuration so that the old [RC is
available for the GDT again.
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1. Using UnixWare

#

After having exposed the installation of the ICP Controller as well as that of the Host Drives
in chapters B and C, we would now like to give you some hints and pieces of advice on how
to install the operating system UnixWare version 2.x.

1.1 Transparency of Host Drives

The structure of the Host Drives, which have been installed with GDTSETUP {in chapter C},
is not known to UNIX [ e, the operating system does not recognize that a given Host Drive
consists of a number of hard disks forming a disk atray. To UNIX, this Host Drive simply
appears as one single hard disk with the capacity of the disk array. This complete transpar-
ency represents the easiest way to operate disk arrays under UNIX; neither UNIX nor the
PCl computer need to be involved in the administration of these complex disk array con-
figurations

1.2 General Installation Notes

In the following description, we shall explain the instatlation of UnixWare in connection
with the [CP Controlier step by step. Apart from the UnixWare floppy disks, the CD-ROM
and the UnixWare documentation, you also need the GDT floppy disk:

UnixWare BTLD-Disk

In the following discussion, when we speak of a boot drive we refer to the drive which is first
integrated upon system power up. For the ICP Controller, this drive is the first Host Drive in
the list of GDT Host Drives. i e. the Host Drive with number 0 (see GDTSETUP menu Config-
ure Host-Drives). During the installation you will have to decide whether you want the ICP
Controller to make the boot drive available, or whether you want tc operate the ICP Con-
troller as an additional controlier in the computer system. if the 1CP Contreller is the only
hard disk controller in the computer system, it will automatically make the boot drive avai-
lable.

1§ there are more hard disk controllers, the controller which makes the first drive (the drive
containing the MS-DOS partition C:) available will be the boot controller. If the ICP Con-
troller does not make the boot drive. you can skip the following paragraph.

1.3 GDT as Boot Controller

First initialize a hard disk connected to the ICP Controller {using GDTSETUP under DOS)
and install it as a Host Drive (see chapters Cand M "Configure Host Drives"]. If there are
several ICP Controllers in the system, this Host Drive must be connected to the first ICP
Controller found during a cold boot. In addition, the GDT BIOS must be enabled and the
5C51-1D of the cortesponding GDT SCSI channel must be set to 7.

Now you can begin the installation. Boot the system with the first UnixWare boot disk
UnixWare scans the system for host adapters. When requested insert the GDT UnixWare
BTLD-Disk. The instaliation procedure which follows then has to be carried out as described
in the UnixWare documentation.

Important note: As already mentioned in chapter B “Hardware Installation”, the assignment
of an 1IRQ to an INT is made by the PCI System BIOS The UnixWare versions 2.xy and higher
automatically recognize the IRQ of a PCl expansion card

1Y
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1.4 GDT as an additional Confroller

We distinguish two cases.

a.) No ICP Controller has been configured for UnixWare yet.

In this case, the GDT driver must be installed from the GDT UnixWare BTLD-Disk by means
of the UnixWare desktop and the options "System Setup’, "Application Setup”. Alterna-
tively, this procedure can be carried out from the UnixWare shell: “pkaadd -d /dev/dsk/foL"
(GDT driver disk in drive 0},

b.} A ICP Controller has already been configured for UnixWare.
In this case, you only have to add an additional entry for the new ICP Controller. This is car-
ried out by

fetefsesitpdiadd -d DRQ -v IRQ -m MEM gdth

for DRQ use 0 (not necessary for PCI boards), for IRQ write the IRQ number the ICP Con-
troller uses. MEM corresponds with the DPMEM address of the ICP Controller (which is
displayed in the BIOS message of the ICP Controller after power up}. In both cases, you
have to carry out a cold boot in order to use the new ICP Controller under UnixWare.
Example: /fet/scsi/pdiadd -d 0 -v 12 -m <8000 gdth.

After that, a reboot of the UnixWare system is necessary. No kernel link is required because
the driver will be dynamically loaded.

1.5 Coordinates of SCSI devices
a.}) Host adapter Number {HA)

The host adapter number assigned to the ICP Controller is derived from the PCl slot num-
ber of the ICP Controller. Therefore, if there is only one ICP Controller installed in the PCI
bus computer system, the host adapter number=0. If there are two ICP Controllers in-
stalied, the ICP Controller with the tower PC! Slot number is assigned host adapter number
0 and the ICP Controller with the higher PCI slot number is assigned host adapter 1. (Note:
After a cold boot, the GDT BIOS displays a couple of messages, each beginning with the
controller's PCI slot number, e.g. “|PCI 0/3] 4 MB RAM detected”. The number after the /' is
the slot number of the controller. This helps you to determine which is the order of the ICP
Controllers and and which host adapter number is assigned to them by UNIX. See also
chapter B, Hardware I[nstailation).

b.) UnixWare Bus number, Targel-ID ond LUN

Target-1Ds and LUNs for “Not Direct Access Devices” (devices like streamers, tapes and
CD-ROMs and therefore not configurable via GDTSETUPR), are directly assigned to the SCSi-
ID and the channe! of the ICP Controller. Host Drives are assigned in increasing order to
the free coordinates {bus number and target ID;LUN is always 0).

Configuration Exomple:
in the PCl computer are two ICP Controllers {HA 0 = 1st GDT, HA | = 2nd GDT), each with
two SCS! channels

| hard disk as Host Drive no. 0 on HAD

1 hard disk as Host Drive no. 0 on HAI

| hard disk as tiost Drive no. 1 on HA|

| Streamer SCSI-ID 2, LUN 0 on SCSI channel A of HAQ

1 CD-ROM SCSI-ID 3, LUN 0 on SCSI channel B of HAQ

| DAT SCSI-ID 2, LUN 0 on SCSI channel A of HA1L
[}
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Resuvit:

HA LUN_ Device

0 15T hard disk, Host Drive nc. 0
(booct drive)

Streamer

CD-ROM

hard disk, Host Drive no. 0
hard disk, lost Drive no. |
DAT

hard disk, Host Drive nc.2

us Target-1D

=
Sgies]

—_———o
ccoo—o
W RS e D W N
coococoo

1.6 Further Information

u During the installation of the GDT driver, additional tools are copied into the fetc direc-
tory. Before you can use them you have to creale a special device file named /dev/rgdth
by means of “link"; this device file has to be placed on a device of a GDT Hest Drive.
Wwith ‘gdtsync’ from the /etc directory, you can determine the coordinates of a GDT Host
Drive. Usually the first Host Drive has the coordinates c0b0t0do.

A special device file (character device] is /dev/rdsk/c0b0t0d0s0. In this case, /dev/rgdth
can be generated with: in /dev/rdsk/c0b010d0s0 /dev/rgdth.
(0 = HA, b0 = Bus number, 10 = Target-ID 0, d0 = LUN 0, 50 = UnixWare partition).

= All new SCSI devices will be automatically recognized and a corresponding special-
device-file will be generated

u Host Drives must be partitioned and a file system/file system(s) must be created You
can do this with diskadd (CEBITAD.

= When using Direct Access Devices with exchangeable media (e.g., removable hard disks)
that are not reserved for the raw service, a media has to be inserted either when the
system is booted, or with GDTSETUP (mount/unmount], otherwise the device is not
available under UnixWare.

» The GDT UnixWare driver supports Direct Access Devices (€.€., hard disks. removable hard-
disks) as SCSI-taw devices. This is especially important if you use removable hard disks
which you want to exchange with other controllers. How to reserve a device for the
SCSH-raw service is described in the file space.c on the GDT BTLD disk {example and
documentation)

s Multi-processor supportt: The GDT device drivers for UnixWare 2 01 and UnixWare 2.1
support multi-processor systems.
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J. Using Microsoft Windows NT

#

After having explained the installation of the ICP Controller and the host drives in chapters
B and C, we now expiain how to install the operating system Microsoft Windows NT

For a successful installation, we recommend that you take a close look at the manuals
which came with your Windows NT package

1.1 Transparency of Host Drives

The structure of the Host Drives, which have been installed with GDTSETUP (in chapter C),
is not known to Windows NT. I.e.. the operating system does not recognize that a given
Host Drive consists of a number of hard disks forming a disk array. To Windows NT, this
Host Drive simply appeats as one single hard disk with the capacity of the disk array This
complete transparency represents the easiest way to operate disk arrays under Windows
NT: neither Windows NT nor the PCI computer need to be invelved in the administration of
these complex disk array configurations.

1.2 General Information on Windows NT

Your ICP Controller may be operated in both operating system variants, the Windows NT
Workstation variant and the Windows NT Advanced Server variant. The ICP Controller is inte-
grated into the Windows NT operating system through the GDTX 5YS driver which is the
eame for both Windows NT variants Therefore, in this chapter we shall not distinguish be-
rween these two variants. All the information refers both to the Workstation and the Ad-
vanced Server variant. Note: At the time this manual was printed, windows NT 3.5,
Windows NT 3.51 and Windows NT 4 0 had been successtully tested.

J.3 Preparing the Installation

The following steps have to be carried out and/or checked before you can begin with the
installation of Windows NT.

Step 11 If you want to install Windows NT 3.5} or NT 4.0, skip this step If you intend to in-
stall Windows NT 3 50 on your system, please observe the following: The GDT driver for NT
350 is located in the subdirectory DRIVERS of the GDT windows NT disk. Its name is
GDTX350.5YS. This file has to be renamed into GDTX.5YS and copied into the root-
directory of the GDT Windows NT disk.

Step 2; When you do a warm boot by simultaneously pressing the CTRL+ALT+DEL keys.
some PCl motherboards carry out a hard reset of the PCI bus. As a consequence, all expan-
<ion cards and devices that are connected to the PCI bus, including the ICP Controller, are
reset During the installation procedure of Windows NT this anomaly can cause the con-
tents of the GDT cache RAM to be deleted before the data can be written to the disk(s). If
this happens, the installation cannot be completed correctly. Such a warm boot automati-
cally takes place after a FAT partition is converted into an NTFS pattition at the end of the
windows NT installation procedure. in order to avoid this problerm and prevent the risk of
data corruption, it is advisable to disable the Delayed Write function of the GDT cache
during complete installation. To do so, use the GDTSETUP program, choose Advanced
Setup, Configure Controlier, Controller Settings and switch the Delayed Write function OFF. After
having completed the Windows NT installation, switch the Delayed Write function ON
again.
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Step 3: The size of a Windows NT boot partition is limited to a maximum capacity of 2GB
{this is a Windows NT restriction}.

Step 4: |n some cases Windows NT checks the virtual geometric parameters (heads, sectors)
f the ICP Controller BIOS Host Drives during the installation process. This can cause win-
dows NT to calculate wrong parameters. In this case, the first part of the installation proce-
dure (text mode) seems to work fine, but after the first warm boot the instaliation
rerminates irregularly because the windows NT boat loader is na longer available.

To aveid this problem (which will inevitably occur with Host Drives larger than or equal to
1GB), we recommend that you first re-create the so-called master boot record IMBR) of the
given Host Drive, and secondly, to prepare the Host Drive with a little program named
NTEREP for the Windows NT installation NTPREP.EXE is part of the GDT Wwindows NT disk.

FDISK /MBR <ENTER> and NTPREP <ENTER>

GDTSETUP includes an option that makes both, FDISK /MBR and NTPREP.
Select the Configure Host Drives menu and then Overwr. Master Baot Code.

You should never use Overwr. Masier Bool Cede or FDISK /MBR and NTRPEP when the
Host Drives already contain valid data.
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Hott Drive
Change Drive Name
Swap Host Dnives
Remove Host Drive

-

Split Host Dnive
| Mepge Host Driy

— e Do fou really want to
Paptition Drive overwrite the Master Boot Code ? (¥/H)

Information, FLB: Refresh

Step 5: When connecting the various 5C3I devices to the SCSI channel of the ICP Contral-
ler, please ensure that the SCSI-D of ail Not-Direct-Access devices (e g, CD-ROM, DAT-
Streamer, MO-drive, etc.) are adjusted to a value greater than or equal to 2. This applies as
well for the CD-ROM drive from which Windows NT is installed.

1.4 The Installation

First of all, make sure that you have verified or carried out all steps described in section ].3.

1.4.1 The ICP Controller is the only Confroller in the System

The following instructions | } to 12.) assume that the ICP Controller is the only controller in
the system and that the operating system is booted from its first Host Drive,

1 Insert the first Windows NT setup disk (Disk #1} into the boot floppy disk drive and reset
the system. After 2 while you are asked to insert Disk #2.

2. Select: $=Skip Deteclion

3 Select: $=Specify Additional Device

4 Choosc Other {Requires disk provided by hardwore manufacturer) and press <ENTER>
5 Insert the GDT Wikdows NT Disk.

6 Select the GDT SCSI Disk Array Controller and press <ENTER:.

7. Setup tells you that it has recognized the ICP Controiler. Press <ENTER> to continue
& Insert Disk #3 and press <ENTER>.

9. Now you can adjust the other system configuration parameters of your windows NT
system (graphics adapter, mouse, etc ).
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10. Afterwards, the installation program scans the system for existing hard disks (which are
identical to the Host Drives of the GDT) Choose the drive on which to install Windows
NT and which you want to partition

11 Now the actual installation of the Windows NT operating system begins. Follow the in-
structions of the Windows NT instaliation program

12 After successful installation, switch the Delaged Write function of the ICP Controller ON
again by using the GDTSETUP program or the GDTMON program.

1.4.2 The ICP Controller is the Secondary Conirolier in the System

if you wish to use the ICP Controller as a sccondary centroller in your Windows NT system
{c.g. Windows NT is installed on an IDE hard disk), follow the instructions a ) to h.) below:

al Double click the My Compuder icon.

b} Double click Conirol Pomel

¢) Double click SCSI Adaplers..

dj Click on Drivers.

e) Clickon Add.

fi Clickon Meve Disk.

gl Insert the GDT Windows NT driver disk and click 0K
h) Select GDT SCI bisk Arroy Controlier.

At the next system boot the GDT driver is loaded and the existing lHost Drives are ready to
be partitioned under Windows NT.

1.4.3 Using the Hot Plug Function with RAID Host Drives

In order to be able to use the Hot Plug function under Windows NT, it is necessary to load
GDTMON, the monitoring utility program. {Note: GDTMON EXE is part of the GDT Win-
dows NT Disk].

1.4.4 Installation of a new GDTX.SYS Driver Version

If it should become necessary to install a new version of the GDTX.8Y3 driver, the proce-
dure is as follows:

a) Double click the My Computer icon.
b} Double click Confrol Pamel.

3] Double click $CSI Adapters.

d) Click on Drivers.

el Select GDT SCSI Disk Array Controller.

fy Click on Add
Y
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g) Click on ON.
Windows NT informs you that this driver is already on the system and asks if you
want to use the currently instalied driver or a new one.

h) Click on New and insert the GDT Windows NT driver disk.
i} Click on Contimge and NT copies the new driver to the disk.

At the next system boot the GDT driver is loaded.

1.5 Installation of a Removable Hard Disk

Removable hard disks (e.g., SyQuest, ICMEGA or magneto optical devices, MODs) are con-
trolled by the ICP Controller in two fundamentally different modes:

Mode I: The removable hard disk is treated like a normal hard disk. The data passes
through the cache of the ICP Controlier and the media needs to be initialized with
GDTSETUP.

Mode 2: The removable hard disk is handled as a Raw Device. This means that the removable
device is directly controlled by Windows NT without any further interaction of the control-
ler. Consequently, the data is not cached by the GDT cache and the media does not need to
be initialized with GDTSETUP. The advantage of mode 1 lies in a decisively better perform-
ance due to caching. On the other hand, the relatively complicated procedure of media
changing presents a disadvantage. The opposite is true when adopting mode 2: The media
change is easy and the media are compatible with other disk controliers (e.g., NCR}. The
petformance is rather low since the data cannot be cached on the ICP Controller.

To install a removable hard disk as a Raw Device, the media must not be initialized with
GDTSETUP and the device must be set to a SCSI-1D equal to or greater than 2. In addition,
the parameters of the GDT driver GDTX.SYS need to be configured differently in the Win-
dows NT Registry

HKEY_[OCAL_MACHINE\SYST EM\CurrentControiSet\Services \gdix\Parameters\Device
To do so, follow these instructions:
| Load the Registry Editor regedt3Z.exe in L..\system32
3 Select the window MKEY_LOCAL_MACNINE on Local Muchine
3. Choose the Key gdix in the directory SYSTEM\CurreniControlSel\Services! .

4 Enter by means of Edit, function Add Key, the name Paramefers
Select Paromelers

5. Enter by means of Edit, function Add Key, the name Device
Select Device .

6. Enter by means of Edit, function Add value, the name DriverParameter

7. Use datatype REG_SL
Now enter the parameter string (e.g.): /reserve:0,0.4,0
{This string causes the SCSI device connected with ICP Controller 0, SCSI channel 0,
SCSI1D 4, LUN 0 to be reserved as a Raw Device [CP Controller 0 is the ICP Controller
which is detected and configured first after switching on your computer systemn).

8 The reservation of the SCSI device becomes active after completing regedt32, exiting
and rebooting the system
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J.6 Tips & Tricks

1.6.1 ICP Controller not Found During Windows NT Installation

We have obscrved situations where Windews NT can not find the ICP Controller when in-
stalling the GDT driver. This problem is usually caused by one of the standard drivers which
Windows NT loads automatically during the first installation phase.

If this is the case. we tecommend that Windows NT Setup be started again and carried out
in the mode "user defined". If this process is carried out correctly, the scan for hard disk
controllers catried out by Windows NT can then be omitted. Instead of carrying out a scan,
the GDT driver will be installed manually immediately. The ICP Centroller should then be
easily found. If other disk controllers are in the system, they can also be specified manually
after the ICP Controller

1.6.2 Installation and Upgrade of Windows NT 3.5x / 4x

windows NT in the latest Versions 351 and 4.0 offers varicus methoeds for the installation
and the upgrade.

Method 1- The corresponding Setup - Disks 1 to 3 are generated and Windows NT (the Up-
grade) is installed by booting the disks.

in general, it is recommended to use methed 1 for installing Windows NT, as the operating
system always enables the user to insert an OEM disk {e.g., the driver disk of the ICP Con-
troflers). in addition, installation is much faster if method 1 is used as not all Windows NT
raw files have to be copied to a temporary directory.

Installation according to method | affords that 3 setup disks are generated. This is carried
out via the program Winnt exe on the windows NT CD. i.e.. by entering the command line:

WINNT /OX
The switch #OX' ensures that the Setup disks are generated.

Method 2; Windows NT generates a temporary directory on an existing partition and in-
stalls the operating system [i.e., the upgrade) from there

This installation is only possible if there is already a partition with enough frec disk space
taround 150 MByte]. Depending on whether it is an upgrade of a new installation, either
WINNT EXE has to be started with the corresponding command line option {e.g.. 'WINNT
/B’ duting a new installation via a temporary directory on a DOS Partition). or the Upgrade
icon on the CD-ROM symbol of the inserted Windows NT CD-ROM can be clicked on.

In any of these circumstances. Windows NT does hot autematically enable the user to be
able to insert an OEM disk. With all hard disk contrallers, where the driver is not on the
windows NT CD-ROM, the following problem occurs: The access to the hard disk is not
possible after the first reboot of the computer during the installation procedure Normally,
the error message 'Inaccessible Boot Device' appears and the installation is stopped.

To avoid this error message, &’ hidden key * of Windows NT should be used. As scon as the
NT operating system has restatted the computer (reset}, and the setup program starts, the
key F6 has to be pressed and held down when the Setup screen appears. The Setup screen
appears before the symbol for the windows NT-Version and the system RAM is displayed in
the upper corner of the screen. This is easily recognizable by a blue background color. In
contrast to the ‘Boot-Screen’ with the version message and RAM message, the setup screen
uses the large screen font,

After pressing £6, a window is opened and Windows NT offers the opportunity of specifying
an additional device driver. Now insert the floppy disks with the windows NT driver for the
ICP Controllet. If the whole process described above has been carried out correctly, a
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window is displayed in the middle of the screen with the message ‘GDT Disk Array Con-
troller'.

If the function key F& was not pressed at the correct point, the procedure can be easily re-
peated by rebooting the computer (hard reset).

Otherwise, Windows NT restarts the driver of the ICP Controllers after confirming by press-
ing the <ENTER>-key. installation can be carricd out in the usual way. The GDT driver disk
will be needed again later to allow Windows NT to copy the gdtx.sys to the boot partition.

J.6.3 Adding Additional Capacity After An Online Capacity Expansion

The additional capacity resulting from an online capacity expansion of an existing Array
Drive is introduced to the system as a new Host Drive. In ordet to be able to make use of
the new capacity without having to down the server, use the Disk Administrator. When load-
ing, it detects the new Host Drive.
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K. The Diagnosis Program GDTMON

#

GDTMON {GDT monitor) is a helpful and flexible diagnosis tool for the monitoring, main-
tenance and tuning of mass storage subsystems which are based on cne or more ICP Con-
trollers. The key features of GDTMON:

Diagnosis program with a graphical user interface. Clear performance representation
with variable horizontal bars

Available under MS-DOS, NetWare 3.x & 4 x, Windows 95, Windows NT, 05/2 and
SCO UNIX

Loadable locally (on the server) or remotely from an authorized workstation (NCPE
and NETBIOS protocol support)

Indicates the performance, expressed in |[KB/sec] and {IO/sec]. of:
- Host Drives |Disk, Chain, RAID 0, 1,4.5. 10}

- Logical Drives

- 8CSI Drives and FCAL Drives

Indicates the GDT cache utilization

- Read-lits

- Write-Hits

- Separate indication for data- and parity-cache (RAID 4/5 )
Allows online changing of the GDT cache parameters:

- Cache ON/OFF
- Delayed Write CN/OTF

Allows online changing of the devices’ parameters:
- 8C8I protocol

- Synchronous or Asynchronous data transfer

- Setting of the synchronous data transfer rate

- Disconnect/Reconnect

- Disk Cache ON/OFF

- Tagged Queues ON/OFF

Indicates the structure of Logical, Array and Host Drives
Performs oniine parity checking of RAID 4 and RAID 5 Host Drives

Allows the online RAID Level migration and capacity expansion of existing Array
Drives

Saves all relevant configuration data to Hoppy disk or hard disk
Sets up or removes RAID | Disk Arrays while maintaining full operational conditions
performs Hot Plugs on RAID 4/ RAID 5 disk arrays

Allows to add or remove a dedicated of pool Hot Fix drive while maintaining full op-
eraticnal conditions
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K.1 Loading GDTMON

As mentioned before, the GDTMON program is avaitable for various operating systems.

It can be used either lacally or remotely This means that all ICP Controllers in a network
can be monitored and serviced from one (or several} workstation{s). The communication
between the ICP Controller(s) and the GDTMON program is based on the NETBIOS or
NCPE protocols. Thus, for example, it is possible to moniter the ICP Controlierin an 05/2
workstation or the ICP Controiler in the Novell NetWare fileserver from a Windows 95 work-
station

In order to be able to access a certain computer system with its ICP Controller remotely on
the network, a special communication module has to be loaded first. which routes the in-
formation through the network. For a Novell NetWare fileserver this is the CTRLSRV.NLM
module (NCPE). For Windows NT (server and workstation), windows 95 and 05/2 {server
and workstation) this is the NBSERVx.EXE module (NETBIOS). While the module is loaded
it searches for a CTRLSRY.CFG (Novell NetWare) or NBSERV.CFG (Windows NT, windows
95 and 0%/2) file, which includes the definition of the access rights of the different users
and their passwords. The CFG file assigns every user to two different access levels. Access
level 0 gives the user all funciions to view and change the controller-, disk-drive and disk-
array-settings. Access level 1 entitles the user only to view the various settings and per-
formance data.

The Windows NT, Windows 95 and OS/2 driver diskettes include so-called DLLs for the
supported protocols. Example: If the MON4NETB.DLL file is located in the same directory
as GDTMON.EXE file for Windows NT, the NETBIOS protocol is automatically used for the
GDTMON on this systemn. As soon as the NETBIOS support of this operating system is in-
stalled during the network configuration, the GDTMON on this system can communicate
through this protocol with another system in the network which has a ICP Controller.

The following drivers for the remote’ GDTMONitor are currently available:

085/2

GDTMON32.EXE
MON2NETB.DLL
MON2NCPE DLL
NBSRV2.EXL
NBSRV.CFG
NBCLEAN2 EXE

Windows NT
GDTMON.EXE
MON4NETB DLL
NBSRV4 EXE
NBSRV.CFG
NBCLEAN4 EXE

Windows 95
GDTMON EXE
MONSNETB.DLL
NBSRVI EXE
NBSRV.CFG
NBCLEANS EXE

GDTMONItor for O5/2

NETBIOS DLL for O8/2

NCPE DLL for O8/2

NETBIOS Server for O5/2
Configuration file for NetBios Server
NETBIOS analysis program

GDTMONitor for Windows NT
NETBIOS DLL for Windows NT
NETBIOS Server for Windows NT
Configuration file for NETBIOS Server
NETBIOS analysis program

GDTMONItor for Windows 95
NETBIQS DLL for Windows 95
NETBIOS Server for Windows 95
Configuration file for NETBIOS Server
NETBIQS analysis program

The MS-DOS GDTMON also allows remote access The DLLs are integrated into the GDT-
MON.EXE file, thus there is no NETBIOS server available for MS5-DOS. Since there is no
NETBIOS support within MS-DOS, it is necessary to load the NETBIQS program to access
from a MS-DOS workstation through the network a ICP Controller in a Windows NT and
05/2 warkstation or server, or & Windows 95 workstation. NETBIOS is part of the Novell
NetWare operating system. For the remote access of a Novell Netware fileserver the
NETBIOS program is not needed

1 Y
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K.1.1 Loading the GDTMON Program Under NetWare

The GDTMON program for NetWare is part of the GDT Novell NetWare disk.
GDTMON can be used either under NetWare 3.1x or under NetWare 4. x. There are two dif-
ferent methods of loading GDTMON

- loading GDTMON on the fileserver
- ioading GDTMON on an authorized workstation (remote)

Loading GDTMON on the fileserver. Beforehand, the GDT NetWare driver

(GDTRP311 DSK for Netware 3.11, GDTRP212.DSK for Netware 3.12 and GDTRP400.DSK for
NetWare 4.x) and the auto-loading module CTRLTRAN.DSK must have been loaded on the
fileserver.

LOAD GDTMON <ENTER>
on the fileserver.
Loading GDTMON on a workstation. [n this case, too, the GDT NetWare driver and the
auto-loading module CTRLTRAN DSK must have been previously loaded on the fileserver
console In addition, the module CTRLSRV.NLM has to be loaded. This module searches
for a file named CTRLSRV.CFG. This file must be located in the same ditectory as
CTRLSRY NLM. The system administrator has to set up a user group named
GDT_OPERATOR. All users belanging to this group are given access (through GDTMON] to
the ICP Controller(s) in this specific fileserver {Access level 0). Now, the GDTMON program
can be loaded from one (or more) workstation(s):

GDTMON <ENTER>

By selecting the menu Select Controlfer of the GDTMON main menu, you can now choose ¢i-
ther a fileserver (equipped with a ICP Controller), or a ICP Controller in your workstation.

K.1.2 Loading the GDTMON Program Under 05/2

The GDTMON program for 0S/2 is part of the GDT 05/2 disk. To load the program under
QS/2, enter:

GDTMON32 <ENTER>

K.1.3 Loading the GPTMON Program Under Windows NT

The GDTMON program for Windows NT is part of the GDT Windows NT disk To load the pro-
gram under Windows NT. enter:

GDTMON <ENTER>

K.1.4 loading the GDTMON Program Under Windows 95

The GDTMON program for Windows 95 is part of the GDT Windows 95 disk To load the pro-
gram under Windows 95, enter:

GDTMON <ENTER>
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K.1.5 Loading gdtmon under SCO UNIX

In order to be able to use the gdtmon program under SCO UNIX (2.x, 4 x and 5.x), it be-
comes necessary to substitute the standard terminal entry by a new one:

ed /usr/lib/terminfo <ENTER>
tic gdt386 src <ENTER>

Before each loading of gdtmon, this terminal has to be activated by:

TERM = gdt386 <ENTER>
export TERM <ENTER>

These two lines can also be inserted in the .profile file and will then be automatically
processed during each login. The gdtmon program itself is copied during the SCO UNIX
installation {chapter G of this User's Manual) into the fetc directory. gdtmon is loaded by
entering:

gdtmon <ENTER>

K.2 The GDTMON Program

As mentioned before, the GDTMON program appears identical for all operating systems, 50
we can demonstrate the use and functioning of this program regardless of the operating
system used. In previous chapters we have already described the hierarchical structure of
the GDT firmware. We have defined 4 different levels of hierarchy: Level 1 where the physi-
cal devices named Physical Drives are found, level 2 containing the Logical Drives (rnade up
of one or several Physical Drives). Jevel 3 where we have the Array Drives, and finally. level 4
whera the Host Drives are. Only the latter ones are known to the operating system. The
drive of a given level of hierarchy is always set up by using the drives of the next lower level
as compenents. Accordingly, CDTMON has various menu options, each referring to one
level of hierarchy

Host Drives - Level 4
Logicul Drives Level 2
Physical Drives Level |

Each menu cption displays the performance of the drives belonging to the corresponding
level. (Note: The petformance of Array Drives and Host Drives is identical). The perform-
ance is measured in KB/s (kilobyte per second, transfer rate) and 10/s (I/Os per second,
number of simultaneously processed #0s on the ICP Controlier). The performance is dis-
played numerically as well as graphically in the form of variable horizontal bars, with sepa-
rate indications for each drive and its write and read accesses.

K.2.1 Select Controller

This menu option vields a list of available 1CP Controllers, By selecting a pratocol, you have
either access to the ICP Controller(s) in your loca! computer (e.g., MS-DOS, Windows NT.
Windows 95 or Q8/2 protocol), orto a ICP Controlier in another computer (server of work-
station) in the network {Netware NCPE or IBM NETBIOS protocol). All diagnosis and main-
tenance functions of GDTMON refer to the ICP Controller you have selected here (and the
hard disks connected with this controallet).
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(MS-DOS) in the Select Protocel menu indicates that the GDTMON program was loaded on
a MS-DOS computer. Le.: [f GDTMON had been loaded under Windows NT, we would see

there (Windows NT).
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BT Controller Monitor vl.25  ICP - Intelligent Computer Periphevals (TH)
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—Nain Henu
[TeTect Confroler

| Host Drives
—$elect Controllep- - -
Ctr, Tupe Position Features Fimwware Driver Serial-No.

K.2.2 Host Drives

This menu option leads to the list of available Host Drives (level 4]. We would like 1o recall
that the operating system (e.g.. NetWare) only recognizes these ijost Drives and not their
possibly complex structures. This means that it is of no importance for the operating sys-
tem if a Host Drive consists of one single hard disk {of the type disk), or of 5 hard disks con-
figured to form a RAID 4 Array Drive. Apart from the performance, the name, type, state and
capacity {1024KB = IMB) of a Host Drive is displayed. The figures shown at Total represent
the overall performance of the Host Drives as a whole. With the < and — keys you may
change the scale of the graphical XB/s indication. with the T and 4 keys you can scroll the
screen to see further Host Drives {if available).
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—HMain Menu:
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CDT6537RP in Local Sys Sampling Rates 1.8 sec
[
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(Note: All Host Drives on the screen shown above are idle )

K.2.3 Logical Drives

This menu option yields a list of available Logical Drives (level 2). Logical Drives arc the
components for Array Drives and Host Drives. In its most simple form, a Host Drive con-
sists of one Logical Drive which is made up of a single hard disk {type disk). In case of RAID
Host Drives. the performance of the Logical Drives forming a RAID Host Drive are shown in
the menu Lagical Drives. The performance data displayed hete gives immediate information
on the quality of a given Host Drive. When judging the indicated performance of Logical
Drives belonging to a RAID Host Drive, the following considerations should be taken into
account:

{a) RAID 0, RAID I, RAID 10 and RAID 5 Host Drives

If a certain Logicat Drive shows poor performance for a tonger period (when compared to
the cther Logical Drives), this Logical Drive impairs the overall performance, making it the
potile neck of the entire RAID Host Drive.

(b) RAID 4 Host Drives
In principle, the same as in (a) applies to RAID 4 Host Drives, with the exceptich made for

the parity Logical Drive. The poor performance can have various reasons: the hard disk
forming the Logical Drive

» is too slow (different from the other hard disks with regard to type of manufacturer)

» has wrong parameters (SCSI [, disk cache, tagged queues etc)

» has too many defects, causing the read/write actuator to have to move to alterrate tracks
very often

When setting up RAID 4/5 Host Drives, please observe the notes on RAID 4/5 Host Drives
exposed in the chapter GDTSETUP in Detail.

ﬁ
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The figures under Tatal represent the total performance of all Logicai Drives, With the «
and — keys you may change the scale of the graphical KB/s indication. With the T and {
keys you can scroll the screen to see more Logical Drives (if available).
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In addition to the petformance report on the hard disks, you are given additional informa-
tion on each device:

» the GDT I/Q channel the hard disk is connected to

» which [D the hard disk has

» the name of the hard disk

» the gross capacity (1MB = 1024KB}

uumx mtmy

1 Cutmi! fanitor vl.25 Int lli t o herals 41,3]
) Cogright 1994»199’! Ie i msf mfu

g[]): ESEQGNE §752160N Size[MBl; 2068 Retries/Reassigns: @/ B
EID: ESEM;HTE ST5216BN Size[KBI: 2868 Retries/Reassigns.
EIDT @ QUANTUM PLESS 91 Size[MBl: 99 Retries/Reassigns.
gID gSEﬂGHTE SSEISBN Slze[HBS 2969 Retmes:’ﬂeasst "%:-;
S Y L

GDTE537RP in Local Sys Ticks: 14 Samples: 2 Rate: 1.85 Scaleie 4

The Retries/Reassighs caunters have a particular meaning:
Y
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{11 The Retries counter is incremented by one unit whenever the ICP Controller retries to
access a hard disk. If this counter continues to increase (possibly on other hard disks. too)
it is very likely that the cable is not good enough for the selected data transfer rate {cable
too long, poor quality of cable and connectors), or that the 5C5I bus is not properly termi-
nated (too many terminators on the cable, or missing terminator). In very fow cases is the
hard disk concerned defective. The retry counter also increases when the SCS| parameters
of a hard disk are changed (see further ahead). Obviously, retries due to this do not imply
bad cabling.

(2} The reassign counter reflects the number of media defects which occur on the hard disk
drive Defective blocks of the hard disk are assigned substitute blocks {spare blocks) which
are either on the same track, or on alternate ones if all spare blocks on the same track are
aiready in use. The administration of the reassignments is carried out by the hard disk
through according reassignment tables, Note: If a hard disk works with alternate tracks, it
is generally no longer suitable for applications with high performance expectations. when-
ever a defective block is being accessed. the read/write actuator has to move to an alternate
position and this requires extra time.

If you observe that the number of reassigns is constantly increasing, you may suspect that
something is wrong with this drive.

with the « and — keys, you can change the scale of the graphical KB/s indication.

with the T and { keys. you can scroli the screen to see more hard disks (if available).

K.2.5 Cache Stafistics

This menu option gives informaticn on the utilization of the GDT cache. For RAID 4/5 Host
Orives, the data cache and parity cache are displayed separately.

Note The GDT firmware only allocates cache RAM to the GDT parity cache if RAIDA/S Host
Drives have been set up.

ST Contrailen Ronitor 70.25 1P - Intelligent Conputer Peripherals ()
TR A R P il ot X

—Hain Menu:
Select Controller

Host Drives
L:;il_:al iyes

sical Briv
ampling Rate

Biew/Change Settings
tfadals Colonem

CDT6S3TR? in Local Sus Sampiing Ratez 1.8 sec
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COT Controlles Monitor v1.25 ICP - Intelligent Couputer Peripherals (TN)
(€} Copyright 1994-1597 ICP vordex Uowputersystone Gnﬁll

on Cache Size: 16384 KB

: B s
Read Hits! Caverage) -

rite Hits) 0
rite Hits) (average) -

Replacements: @  Flush Heites: @ Cache Writes,

CITE537RP in Local Sys Ticks= 14 Samples: 2 Rate; 1.8s F18: Reset
K.2.6 Sampling Rate

By setting the sampling rate, you can choose the interval at which the ICP Centroller deliv-
ers new measurements. According to the operating system used, the sampling rate can be
set to a maximum of 60 seconds. The default setting is | second.

GT Controller Houitﬂr v“j J(? - Intelligent Computer Pepipherals (VM)
(C) Copyright 1994-1997 ICPF vordex Tomputersysiene

Nain Nent
Selict Controller
Host hivei

Legical Drives
ng;'i::il Drives

I (‘.acm. Stiﬁsties

Yiew/Change Settings
18: Togyle Colors

COTE53TRP in Local Sys Sampling Rate= 1.8 sec

ﬂ
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7 Controller Monjtor v1.25 ICP - Intellignt Conputer Peai.EH}mals 41)]
{0) Copyright 1994-5397 ICP vortex Uomputersysteme

in Menu:
Select Controller

¥ set l

Uiew/Change Settings

CBT6537RP in Loca) Sus Sampling Ratez 1.0 sec
K.3 The Menu: View/Change Settings

This menu includes a set of very powerful options and functions for the online maintenance
and diagnosis of RAID 1/4/3/10 Host Drives.

i Co'ntl?ller Monitor v1,25 ICP - lntelliaent Coupatep Peai.hhmls (m
() Copyright 1994-1997 1CP vartex Computersystene

——Hain Menu
Select Controller

Host Dpives
Logical Drives
Physical Drives
Cache Statistics
Sanpling Rate

ange yettings

1w
‘H e Lolors

(OT6537RP in Local Sys Sawpling Rates 1.8 sec
From this menu you can select further submenus:

Contraller . View the ICP Controller configuration
- View Last Events
- View/Change the Inteiligent Fault Bus settings
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1

Cache Seftings
Physicol Drives

Logical Drives - Display the structure of Logical Drives
- Add/Remove Mirror Drives to/from Host Drives
- Perform a Hot Plug on a RAID | Host Drive
- Add/Remove Private Hot Fix and Pool Hot Fix drives to/from a
RAID | Host Drive

View/Change the GDT cache parameters

1

View/Change the SCS! parameters

Array Drives - Display the structure of RAID 4/5/10 Host Drives
- Petform a Parity Verify on RAID 4/5 Host Drives
- Perform a Parity Recalculation on RAID 4/5 Host Drives
- Perfrom online capacity expansion and/or RAID level migration
- Perform a Hot Plug on RAID 4/5/10 Host Drives
. Add/Remave Private Hot Fix and Pool Hot Fix drives to/from
RAID 4/5/10 Host Drives
Save information

Save all relevant configuration data to disk

Before going into detail, some information on the so-called Hot Plug of fault tolerant disk
arrays (RAID 1/4/5/10) is given below.

K.3.1 Notes and Information on the Hot Plug function of GDTMON

Fault tolerant means that a hard disk which is part of a RAID 1/4/5/10 Array Drive can fail
without causing data loss on the Array Drive. At the same time, the Atray Drive remains
fully accessible. Obviously. the Array Drive then lacks the redundant data, therefore the
defective disk should be replaced by an intact one as soon as possible. In chapters C
{RAIDYNE Quick-Setup) and L (GDTSETUP in Detail). we have shown with various examples
how to exchange a defective drive with GDTSETUP. Moreover, we described the functioning
of the so-called 1ot Fix drive. This "constantly available spare part when needed" aute-
matically integrates itself into the Array Drive and is therefore the quickest means of re-
gaining a redundant Array Drive.

The Hol Plug functior enables the replacement of a drive of an Array Drive {eithet in the
ready o fail state) while the system continues to run, that is. without having to shut down
the NetWare fileserver for instance. A drive replacement may not only become necessary
when the drive has already failed, but also when there are signs that a failure could occur
soon (strong whistling of the hard disk, or constant retries of the read/write head).

Only those users with thorough krowiedge of RAID and the ICP Controlier should use the
Hot Plug function. Improper use can lead to data loss. {Naturally, we have integrated all
kinds of security provisions inte the ICP Controller and GDTMON. But how can we prevent
a user from plugging aut the wrong drive?). We recommend that you document each Array
Drive immediately after its configuration with GDTSETUP. This record should at least com-
prise the foliowing information:

— Towhich [CP Controller has the Array Drive been connected ?
—  Which hard disks are part of the Array Drive ?

— Towhich SCS! 1D have they been set ?

—  Which SCSI devices terminate a 5CSI channel ?

In addition, the hard disks themselves should be labeled with the above information. The
following is an example of such a label.

(€ oy z ¢ |
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€. controller number x: channel
y: 1D z. Logical Drive number
} + = terminated. - = not terminated {with SCSI hard disks}

Example:

(7 5G4 63 + |

controller number 1, SCSE channel A, SCSI-ID 6, Logical Drive number 3, terminated. The
menti option Save Information of GDTSETUP, GDTMON program can be of help when setting
up the documentaticn.

Hew does the Hot Plug mechanism work ?

During the Hot Plug, the I/O channel of the ICP Controller to which the drive to be ex-
changed is connected, is temporarily "halted” (for the time needed for the exchange), so
that the drive can be disconnected from the I/O channel and replaced without any risk, Af-
ter the replacement, the /O channel halt is lifted and the firmware automatically begins to
rebuild the new drive. The halting and the halt-lifting of the I/O channel is controlled by the
tiot Plug function. The ot Plug should be carried out as quick as possible

K.3.2 Confroller

This option displays details on the ICP Controller. For example, how much Cache RAM the
ICP Controller has and what the current termination setting of the SCSI channel is

GO Controlles Monitor vi.23 1CP - lntelliﬁnt Conputer Pepipherals (TH)
(C) Copuright 1994-1997 [P vertex Cowputersystewe

Controller Information

Contraller Type: GDT6337RP
Pracesson: 196GRP-33-3.3, 3IMiz (Z8820813/18851813)
| Cache RAM Type: ED9, 68 ns
i i Cache RAN Size' 16384 KB, L bank(s)
'& Channel Count: 3 -
erial Nowber, HC%ZTF
Phi Fiowware Yersion: gz.l 98-RO0Y
!..; Harduare Level:
Sa Chagnel SCS%—H SCSI-Ta;nination
On
-
| £2:1ast fvents F3:

GDY6537RP in Local _Sys Sampling Bate- 1.8 sec

Press <F3> to get detailed information on the configuration of the Intelligent Fault Bus
{IFB). Changing and enabling these features requires the existence of an [FB-compatible
subsystem
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l Controilep/Channel Settin
futo Hot Plug! [TRACY

Channel Fault Bus Sw

0

3 isabled

Code Table!
{ode Mo, Deseription
LED ol

LED
1B
[}
1
2
3

$0r Monitoring: [ SHELF Ervor: TENFNAFTTIN

iEd
LED g’l‘gv Blinking ] xmmss
LED quick blinking Array Idle/Error or Rute Hot Plug aborted

1]

Intelligent Fault Bus

SHELF fictual LED code number per I}

Mot O 2616 28 @& 48-9% im 1133 -386
Nt O 112 3006326 B 1B 70 %9
Mot 0K 10 281138 -266 & 112 301180

%ist/ﬁrrag State
is

Rewgue Disk or Insent Disk
Build o» Rebuild §

CDT453TRP in Local _Sys Sampling Rates 1,0 sec

K.3.3 Cache Seftings

This submenu displays the current GDT cache settings which can be changed here. The

various settings are:

Cache ON

the GDT cache is enabled, that is, all accesses to the Host

Drives pass through the GDT cache

Cache OFF
Deluyed Write ON

Delayed Write OFF

the GDT cache is disabled

Write accesses are delayed, i.e., the write-back cache algorithm
is active

All write accesses are directly transmitted to the Host Drives !f

delayed-write is off and the Cache is ON, the GDT cache works
exclusively as a read cache

Note: Best performance is achieved with Cacke ON and Delayed Write ON
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GDT Controller Menitop ¢i.23 ICP - lntel]iE:nt Cowpatep Peripherals (TH)
{C) Copyright L994-19%7 1CP vortex Lowputersysteme

. in Menu
View/Chg, Settings gelect Controiler

Controller -
Host Drives
sical Drives ipgical Drives
Logical Drives Physical Drives
Array Prives Cache Statistics
Save Infommation Sanpling Rate

{0k} {Cangel}

T

G etiln t
Sate ﬁ&m
Belayed rite |

anpling Rates 1.0 sec

K.3.4 Physical Drives

This option gives a list of all hard disks connected to the ICP Controlier. Besides informa-
tion on the GDT /0 channel, the 1D, the name/vendor and the gross capacity { IMB =
1024KR). it also shows which hard disk(s] belong to a given Logical Drive.

When you select a hard disk in this list and then press <ENTER>, GDTMON gives you fur-
ther information on the Drive Settings of this device. These settings may be changed.

The Last Status information should always be 0x00000000. After a device failure or other
significant events, a different value may be dispiayed here. Chapter L.7.4 of this manual
gives an excerpt of the SCS! specification with all relevant device Last Status information
This information may be of assistance in further analysis of the problem.

The Grown Defects counter shows the number of media defects which have occurred since
the first time the device was operated with a ICP Controller. A specific hard diskisina

gocd condition when it has 0 grown defects. When this counter increases, there is definitely
something wrong with the device,
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b1 Cantroller Monitor vi.25 ICP - Intemﬁnt Cuuputer hmmais (M)
Copyright 1994-1997 KP vortex nputersgs ehe

- Fhusical Deviges-
B 7

iCh: B ID: @ QUANTUM Pigas 91 Smmi: 9 .

Ch' B 1D 3 SEAGATE ST5216@M Size[MB]: 2868 Low, Drive 2
View Ch: € 1D: 2 SEAGATE ST52168M $ize[MB]: 2068 Log, Brive
Contml plCii € ID; § SEAGATE ST52160N Size[MB]: 268 Log. Drive 4
(ache Se

g1

frray Brive

Save Information anpling Kate

CDT653TRP in Local_Sys Sampling Ratez 1.9 see

BT Controlier Monitor v1,25 1CP - Intelligeat Cnnputer Pew}nrals (TH)
Q) Copgmht 1594-1997 1P vortex ¢ upt':tems e
. sm Deyiges

: ) i 108 kl: ..'.
TR0 6 SEAGATE STo21e0M 3 iR '.
Ch: 8 ID: @ QUANTUN BLB55 91 SizelMB):
Ch: B ID: 3 SEAGATE srszmu mm : 2068 Log, Drwe 2
Diew/ Chi C 1D 2 SERGATE $T52168N Size[MB]: 2868 Log. Drive 3
Contml piCh: € 1b: 4 SEAGATE STI2160M Si:e[m 2063 Log, Drive 4
Cache Sett ——Drive Seitings
W Sync, Transfer 0.4 W/
egita Disconnest
frtay Irive §C81 F_ea UP§ ———
Save Infomwation ampiing X |Protocel
L disk k Cache j

last Status:  x0o0EEENE
Grown Defects: []
{0k} {Cancel}

EOT6537RP in Local Sys Sampling Rate: L.

If you select the SEP of a SAF-TE subsystemn, GDTMON displays a list of the installed and
configured slots in the subsystem
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BT Conteoller Monitop v1.25 [ICP - Intelligent Computer Pepi herals {TH)
slen ni ton L1427 19071CP worten Louputencysiene GUA

Physical Devices
Ch: B ID: 8 CONNER CF;HCSE Size{MB]: 2047 Loy, Drive 3
Chi B ID: | COMMER CPP218SE Size[WBI: 2847 Log. Drive 3
Ch: 3 Il't: 2 COMNER 6[?21055 Size(MB1: 2047 Loy, Drive 3

View/Chy.

Con SAF-TE Configuration -
(;ac|$lut Installed Disk
Ilﬂj)mﬂ Ch: B 1D: @ CCNNER CEP2ld

p lze

for ;1 G
Sav isk installed in
isk installed in

[ | Slot
Slaf not present
Slot n
§lot
{

=T
2EE
Pt = =

ot present
not present

{ Cancel }

)
| t2: Enclosure Status
CHT612TRP in

Press <F2> to get the status of the SAF-TE enclosure.

TO7 Controlles Moniton v1.25 ICF - Intelligent Couputer Pepiphenals (TH) '
T Controtles Nniton shoi oulcp Toriex Lonpulersistone Cadh l
- = SAF-TE Enclosupe Status -

[Rudible atam Statust  CE SN . Drive 3

Door Lock Status: fot available |

Power 1y (YT R perational ang on
| wer Supply 1 Statusi CIESCHIS
wer Su lg PR VTG e rational and on

tan zsutusi Nperational
Fan 3 $fatus: Dperational
fan 4 Status: : Pperational

Enclesure Te atm”: JOR

Ig_%nmgm engur [H iﬂ! !ﬂ!“ Status: |

L'FZ: hudibie #lam on —
i+ Enclosuee

GDTEI27RP in Loca
K.3.5 lLogical Drives

This command yields a list of the existing Logical Drives. In addition to the Logical Drive
numbers, information on the drives’ type, state, net capacity and belonging to a given Array
Drive / Host Drive is displayed. Press <F2> to obtain turther information on a selected
Logical Drive
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€T Controller Monitor v1.25 ICP - Intelligent Conputer Pea&!rrals ()
(C) Copyright 1594-1997 lCP vomxm‘ uputersystens
jvas—

Logical

lag. Irive
. Irive
Um I.ng. Irive

CDT6SATRP in Local Sus Sampling Ratez 1.8 séc

BT Contrelles Monjdor i, 25  ICP - Intelligent Cnnputn' Pewms {m '
(C) Copynright 1994-1997 ICP uurtexh wputersystone
{yps—

Logical

Les. Irjve
I.og. Irive

COTEIITRP in Leval Sys Sanpling Rate= 1.9 seo

Press <ENTER> to select a Logical Drive The follewing options become available:

K.3.5.1 Set Logical Drive Name

Change the name of the Logical Drive. This name was defined within GDTSETUP, either
automatically, or manually.
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K.3.5.2 Hot Plug: Replace Mirror Drive

if a RAID | or RAID 10 Host Drive has already been set up, a defective drive can be replaced
{Hot Plug) while the system continues to be fully cperational

¢OT Controller Monjtor v1.25 ICF - Intelligent Computer Peggﬁnrals {mm
{C) Copyright 19941997 'C!'o""*f*,, auputersystene
Logical Drives—

e

e HPRRAY I ].'
280 Array Drive §

e § :
 {log. Irive & Disk ok Tize[NBl: 280 Array Drive 3
g:'e: Log. Drive 35:

Mok oF  Size[NBl: 28d Array Drive 3

———Logical Brive Settings
[ St | !h . Dpive Name |

Hat Plug: Reslace Hirror Drive
| Hot Plug: &d Nirror Drive
Hot Plug: Remcve Mirror Drive

Hot Plug: ddd  FPool Hot Fix Drive
Hot Plug: Rewove Pool Hot Fix Drive

Fool Hot Fix Aocess

GBY6537TR? in Local Sys Sampling Rates 1
There are typically two different applications, where a Hot Plug becomes necessary.
Application 1, The RAID 1/10 Array Drive is in the fault tolerant (both drives are valid: vv).
it is likely that a drive will fail soon (for example when there is a loud operating ncise} As a
preventative measure, this drive ought to be exchanged now, that is, in a moment when the
Array Drive is still in a ready state and still has redundancy.
Application 2. The Array Drive is no langer fault tolerant, because a drive of the Array Drive

has actually failed. The Array Drive is still fully operational, but it does not have redun-
dancy any more. If another drive should fail, too, the Array Drive's functionality is impaired
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Example Session for Application |

We assume that there is a RAID | Array Drive which is fault tolerant. Its state is w, both
Logical Drives arc valid. After selecting the Array Drive, we choose the Replace Mirror Drive
opticn.

T Controlles Monjtor v1.2§ ICP - Intelligent Cemter Peripherals (TN}
(C) Copyright 1994-1991 lq’ ug:tix guputersystem
_ Logita .

THOE.
AVES™

CDT6S2THP in Local Sys Sampling Ratez [.® sec

T Covtrolien Monitor V125107 - Intellisent Conputer Paripherals (TH)
nivollen Monitor ShiZ0 oot Tce vorues, Lonpalencysione Gl
L ogical Brives——ro
. ok vy Bl:

ogical Brive Settings
Sat Log. Brive Name

yrIve

S
o Fi: Dr%:e

Hot Pluz: Bewove
Hot Plug: Add
Hat Plug: Rewove Pool Mo

Paol Yot Fix Aceess

EDT6537%P in Local Sus Sampling Rate- {

Alist is displayed which shows the members of the RAID | Array Drive.

LY
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- Intelligent Computer Pevipherals (TH) |

7 Controller Moniter vi,23 I%l’

|

1yes
Type

isk

No. Position Chn. ID Status Uender

ftte, Size[MB Drive

i

SEAGATE _ST32160

R 208 valid

.

L Solect one of the disk drives for Hot Plug
Pllut Biu

liot Plug: Remave Wirror Drive
Hot Plug: Adé  Pool Hot Eix Brive
Hot Piug: Remove Poel Hot Fix Drive

irpop Drive

: Replace M
' izror Drive

Pool Hot Fix Access

GDT6S37HP in Local Sus Sawpling Ratez 1

CBT Controlies Monitor v1.25  ICP - Intelligent Computer Peripherals (TH) |

ives
pe

is
INo. Position Chn. D Status Uendor Ty

Attr. SizelMBI Drive

@ Pl sk 6 i SEAGATE ST321600

lease wait !

ug.
ug! Re

Scanning SCSIPchannels_/ target 1D's ¢

Mot Bl
Hot Plug: & ix Dri
ot Plug; Remove Pool Hot Fix Drive

w 2;&11 valid

ap Drive
rop Dpive
» Prive

R 1M
ve Mi
Poal ot Fix Drive

en
a

Pool fio

t Fix Aecess

ik

COT65A7RP in Local Sus Sampling Rates

The Hot Plug function now displays a list of the positi
position is univocally determined by its coordinates |
drive can only be assigned t
ception made for the positicn still occupied by the dr

We choose entry number 1 and press <ENTER>.

ons available for the new drive. Each
I/O channel, ID).Obviously, the new

o a position which is not occupled by another device yet, ex-

ive to be exchanged
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GOT Controller Monitor vl.25 lg? - Intelligent Computer Peripherals (TH) |

— isk_Drives
Mo. Position Cha, ID §tatus Vendor Type Attr, Size[MB] Brive

296

valid

Disk Drive Positions

No. Position Cha. [D Status Vendor Type Attr, Size[MB] Drive

| g I M 8
L UANTIN_PIsS S1g-1a 9 B 99

For this example, we select the first position and receive the following message:

— isk Drives
[No. Position Che, 1D Status Uendor Tupe Btr, $izeINB) Drive

SEAGRTE srsau-pg R 2868 valid

l GDT Controller Monitor vl.23 ICP - Intelligent Cowputer Peripherals (TN) |

Size[MB] Drive

g @
3

Do gou really want to veplace 7
o Tosition Gn, 1| (hls'deive In the nirr anien ?
' N &

GD'!!!'H in !oca'_!us !anplms E!e: !_

The Hot Plug function now informs us that all devices on the /O channel to which the drive
to be exchanged is connected, have to be temporarily halted. In addition, it shows which
Flost Drives are affected by this brief halt. With regard to the new drive, we are given some
important information: Required storage capacity. ID and possible SCSi bus termination.
The <ENTER>-key may only be pressed when the new drive is ready at hand and after hav-
ing checked its capacity, 1D and SCS! termination (the latter two may have to be changed).
In our example we presume that these preparations have been made, so we press
<ENTER> in order tc halt the 1/0 channel.
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isk _Dpives

|
l CIT Controiles Monitor vl,23 I%P - [ntelligent Cowputer Peripherals |

Ne. Position Chn. ID Status Vendor Type attn, Size[NB) Drive

6 i

8 _KI §/3 ) SﬁquE STalea i 2:&’:8 yalid

AIT (Y] devices connected to changelss ]

have to be stopped tewporarily until the Hot Plug is completed,
This affects host Drivels) @

Please_cnnh?'ure the new disk drive with SC31 1D 4,

Cleck if SCST bus terminators have to he added or renoved.

The new disk deive must have at least 280 ME capacity,

Press RETURN to stop the SCSI channel for un lugging/pl

G 1n Local %ys Yampling Kate-

Now we have entered the actual Hot Plug procedure. Disconnect the drive to be exchanged
by plugging it off from the VO channel first, and then. from the power cable. We immedi-
ately connect the new drive to the plugs that are now free, first to the power supply and
then to the I/O channel. After having reconnected the new drive properly, press <ENTER>.

—r 15k Drives - -
Mo, Position Cha. ID $tatus Vendor Type ftte. SigelMBI Drive

l 7 Controlles Moniter vi.25 lgrsi Tntelligent Conputer Peripherals (TH) |

B PCL WS b6 i SENTE {T3iem B 2068 _ualid

SCET channells) & stopped ¥ex
ug i1 the new disk deive at SCSI chanel ¢, SCEI 1D 4,
I MIST NOT DO ANY UNPLUGGING 9R PLUGGING 0N OTHER SCSIT CHANNELS
DIING S0 WIGHT CAUSE SERIQUS HARDHARE DAMAGE.
ALl data on the new disk drive will be destroyed.
pfter confinming, t_tnplu?ging op plugging is not allowed.
This may cause serigus hardware damage,

o
!
Y
g
b
3

1n Local _3ys Sampllng Kate-
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I DT Controller Monitor vl.23 I%?si %z;;elligent Couputer Peripherals (TN} |
isk Brives
0. Position Chn. 1D Status Vendor Tupe Atte. SizelNB] Drive
8 _PCIOA A b i SERGATE _STS2L60M i 2068 yalid

e d15k drive you have puag
This disk deive will he use

gd 1N has alpeady he
{for the Kot Plu
Ml deg.fa{qp this disk drive will he destroye

GDTMON recognizes that the new hard disk was already initialized before.
Confirmation of this message destroys all data on the selected drive.

l DT Controller Monitor v1.25 lg? i megimt Conputer Peripherals (T l
- sk Driv

Hoi Position Chi. ID Status Vendor Type Atte, Size[NE] Irive

i T W 2068 valid

211y vt To add (s
o Teritin G, T3] "t 1 e Mpvor i 7

. e

oRIey € 2

After this confirmation, the Hot Plug is finished successfuily. It takes approximately 10
minutes to re-synchronize the data with this samptle configuration.
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Example Session for Application 2

We assume that there is a RAID | Array Drive which is no longer fault tolerant. its state is
-1/v, cne drive has failed and is therefore no jonger accessible on the VO channel.

The ICP Controller started beeping. The audible Zlarm can be disabled within GDTMON by
pressing <F2> as soon as the View/Change Settings menu is loaded:

GBT Contraller Monitor v1,25 ICP - 1ntelli%:nt Conputer Pemherils {T)
{C) Copyright 1994-1997 ICP vartex mputersystene

) ) Hain Nenu —
View/Chy. Settings 1@'“ Controlfer 'l

CDTESITRP in lecal Sys Sampling Ratez 1.0 sec

After selecting the Array Drive, we choose the Replace Mirror Drive option.

GIT Cantroller Monitor vi.25  ICP - lntellignt Conputer l’elg‘hherals {1
{C) Copyright 1994~1997£{°ugpte ouputersysiene

X
ical rives—

' ;it_:al Prive Settings
Set Loy, Drive Nawe

ot Plug, er ace N

S| ot Flusi Rewe Mirror baive

Hot Plug: Add  Paol ot Fix Drive

Hot Plug: Remove Puol Hot Fix Brive

Pool Hot Fix Aecess

(DT6537RP in Local Sus Sampling Rates 1

Before the new drive can be added, the missing drive has to be deleted in the RAID 1 con-
figuration.
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ical Dnives—

GBT Controller Monitor 05.25 1CP - lntellia:nt Cowputer Pepipherals (TH)
(C) Copuright 1994-1937 1CP vortex npatersystons _
- - | og

niye(s) missing ¥
drives first !

Hot Plog: Rewove Mirror Bnive.
Hot ;Iug: fdd  Poeo} Hot Fix Drive
Hot Plug! Rewove Pool Kot Fix Drive

Pool Hot Fix Aecess

GDTES37RP in Local Sys Slﬁﬁl’iﬁs‘ Rate: {

7 Contrelles Ronitor v1.25 1P = Intelligent Conputer Peri perals (T
"t Tl HiEros Ter vt xh_ﬁmti:s!gstm o
' " rive d; Mirnor. 5 )

U want tg remave
he. nissing drives 7

- | t luui. :“: ve
ot Plus i !
) Hot _!lug_:_ le_me ;:
S 57| Ppel Het Fix Recess
COTES3TRP n Local Su§ - Sampling Rate: | —
After confirming here with “Yes", you can follow the next paragraph "K.3.5.3 Hot Plug: Add

Mirror Drive”, to add a new mirror drive to the remaining drive out of the previously failed
RAID | Array Drive.

K.3.5.3 Hot Plug: Add Mirror Drive

This option allows you to add another Logicat Drive as a mirroring drive to another Logical
Drive. The new hard disk can be plugged onto the YO channel while the system continues
to be fully operational. If a spare and suitable hard disk is already connected and not yet

rrap Drive
n} Ent Fix Drive
ol Hot Fix Dpive
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assighed to a Logical Drive or Host Drive. it will be displayed in the list of Disk Drive Posi-
tions
There are two cases which make this function very interesting:

i. An existing hard disk should be given 100% redundancy, but there is no time to shut
down the system and interrupt the normal operation

7. An existing hard disk has a high probability of failure, because it makes, for example, a
strange noise or generates a lot of grown defects, but there is no time to shut down the sys-
tem and interrupt the normal operation.

Once the new hard disk is added, the data synchronization (mirroring update) is automati-
cally cartied cut in the background simultaneously with the normal operation.

OF Controller Moniter vl 25 ICP - Intelliz:nt Conputer Peaﬁrrals (TN
{C) Copyright 1994-199?&? vortex_Cowputersysteme
Logica

1 Prives

VEa
1]

Scanning SCS1 channels / target 1D's
Please wait

Hot Plug: Add  Mipror Drive

ot Flug: Rewove Mireor DIrive
Hot Plug: 4dd  Pool Hot Fix Drive
Hot Plug: Remove Pool Hot Fix Dwive
Pool Het Fix Access

COTESITRP in Local Sus Sampling Bates 1

in this example, there was already a spare hard disk available {on Channel B, SCS1 1D 3).
This drive must not be a Logical Drive. Otherwise it will not be available for this function
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GbT Controllep Monitor v1.25 1(CP - Intellia:nt Computer Peaiqiu}nra!s (m
{C) Copyright 1934-1997 LCP vqrtth.nputersgstene
Logical Drives

View
[

Cont
— Bick Irive Positions
Mz, Position {hn, ID Status Vendor Tupe Atte. Size[MB) Drive

B PCLE/9 B0 QAT PLESS L1094 B 99

3 KIa9 € 4 i SERGATE STI216MM [ 2068
4 KIeH & o
5 KI@9 & 1
6 I 2
1 ;E] vy 4 3
g KIS b 14 i .
L Seject sasition of the new disk deive

After selecting the new hard disk, the following message appears.

CBT Controller Momitor vi.25 ICP - Intelligent Computer Pemipherals (TN)
{C) Coparight 19941997 ICP w_w; xh‘u;utmgstm
ogical Drives

/ evices connected to channel(s) b ]

have to be stopped femporarily uatil the Hot Plug is completed.
This affects Host Deivels) -,

Please_conhfure the pew disk drive with §C81 [D 3.

Check if SCET hus terminators have to he added or remgued.

Tlie new disk drive must have at least 200 MB capacity.

Press RETYRN to stop the SCSI channel for unplugging/pl

=]

]

o

The [ollowing message indicates that channel B was stopped for the time of the actual lot
Plug
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T Controller Wonitor vi.25 ICP - intelli%ent Camputer Peai.hi\ﬁl‘als {0
{C) Copyright 1994-1997 1CP vortex Lomputersysieme
. —togical Drives—

C (s) B stopped ¥k
in the new dick dvive at SCSI channel B, $CSI [D 3,
MIST K0T DO GNY UNPLUGGING OR PLUGGING o GTHER SCST CHANNELS
DOTNG SO MIGHT CAUSE SERTOUS HARDWARE DAMAGE.
11 data on the new disk drive will he destroved.
fter confipaing, unplu?glng op slugglng is not allowed,
his nay!c_c}use serigus hardware damage.

s crmcondia | # |

Hi] in Local Sys Sampling Katec

Now, the new hard disk is added as a mirror to the selected Logical Drive. The updated list
of available Logical Drives shows the change. The Logical Drive changed its type to Mirror
and the data on the new hard disk are currently synchronized. indicated through the "*” be-
hind the "v".

¢bT Controller Monitor vl.25  ICP - Intelliz:nt Computer Pe&nhmls {T)
{C) Copyright 1994-199'&}' ug:tixn pnpitersystem
Logical Drives—

, bplve M. Mippor:

5
F2: Dpive Information

EDIESI7RP in Local_Sys Sampling Ratez 1.9 sec

After pressing <F2> the new structure is displayed
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GDT Controllen Monitor vl, 25 ICP - Indelligent Computer Peripherals (TH)
(€} Copynight 1994-1997 CP vorfex Lonputersystens

logical Dpives—

]

TAY
Save Info

2: Drive Infommation

QOTESITRP in Local Sus Sampling Ratez 1.B sec

The entry "invalid” for the second drive means that the data have not yet been {completely)
copied from the first drive. After the completicn of the synchronization process, this entry
changes into “valid”.

K.3.5.4 Hot Piug: Remove Mirror Drive

This option atllows the removal of a Mirror Drive from a RAID 1 or RAID 10 Array Drive. Once
the drive has been removed, the data on the other drive are no longer redundant.

Irives

Ho. Pmtwn C‘m. 1D Status Vendop Igpe Atte, SizelMB] Drive
smmz $152 m

l GM Controller Monitor v1.25 l%l' - Intelhgent Conputer Pepipherals (TH) |

Mirron Drive

L'T Pun Hnt %x Brive
Pool Het Fix Aecess

GDTESETRP in Local $ys Sampling Rate:
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K.3.5.5 Hot Plug: Add Pool Hot Fix Drive

A Pool Hot Fix Drive is a spate drive within the so-called Hot Fix Pool. A drive in a Hot Fix
ool is available for several RAID 1 and RAID 10 Array Drives as a Hot Fix drive. Thus, sev-
eral Array Drives can share one Hot Fix drive. Of course, once this drive has been used by
one of the Array Drives, it is no longer available for the others.

K

T Controlles Monitom v1.25 ICP - Intelligent Cmutir Peai.&lmal_s {) ]
al Drives :

- (€) Capyright 1934-1991 lﬂuvggtex uputersysieme

, Dpive . HMirper. Ok WY

———fngical Drive fettings
Set Log. Srive Nane’

Yot Plug: Replace Mirroe Drjve
Hot 1: Eﬂ: +4 I

Hot Piu » Dpive

COVESETRE i Local Sus ~Sawpling Rate: |
After selecting this option, GDTMON scans the ICP Controller for drives which are suitable

TT TofxlTigent Conpatar Penigherals (10
1 IGp w_wg X gﬁu&gs;:mw '
wical brives———

(M), Arra Drive

Ui
[ cont

o Fosition

S5 Nisk Drive Posi bTons —
s Gendor Type

for becoming a Pool Hot Fix drive (i.e. they belong to ne Logical Drive), and for free coordi-
nates {SCSI Channel / SCSt D). We choose Channel C and SCSI 1D 4 for the new Hot Fix
Drive.
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GDT Contreller Momifor vi.23 ICP - latellia:nt Computer Pepipherals (TN)
(£) Copyright 1994-1997 ICP vortex Lomputersysieme
- —Logical Drives-
04, Irive o, 1PROr. 0K W 1zelMB} U8 Hrray Wrive -=

: evices connected to channel(s ]

have to he stopped tewporarily until the Hot Flug is completed,
This affects Hest Deivels) -.

Please_conftfure the new disk drive with SCSI ID 4,

Check if SCST hus terminators haye to be added or remoued,

The new disk drive must have at least 208 MB capacity,
Bress RETURN to stop the SCSI channel for unplugging/plugding,
¥ REFGRH to confire ¢

ol ¥|
]

b
S33%

8

1 Local bus dampling Kates

GDT Contraller Monijtor vl.i.’_l ICP - lntelliz:nt Conputer Peah‘lserals (am
{C) Copuright 1994-1997 1CP vortex Lonputersysione .

- —lLogical Drives

1

A
v,

SCS[ channel(s) © stopped e

Plug in the new disk dpive at 5CSI channel €, SCSI 1D 4,

YOL MUST NOT DO 4NE UNPLUGGING OR PLUGGING 4 GTHER SCST CHANNELS
DOING $0 MIGHT CAUST SERTOUS HARDHARE DAMAGE,

411 data on the new disk drive will he destroyed.

After confirming, qnplu?ging or slugglng is not allowed.

This naglcﬁuse gerious Nardware damage.

F|

4

Lo

After the completion of this function, the Pool of Hot Fix drives contains a new drive (in our
example here, it is the only drive.

To allow a RAID 1 or RAID 10 Atray Drive access to the Hot Fix Pool, use the Pool Hot Fix
Access menu {K.3.5.7).

K.3.5.6 Hot Plug: Remove Pool Hot Fix Drive

It may become necessary to remove a certain drive from the Flot Fix Pool.
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GBT Controller Monitor v1.25 1%1} - Intelligent Conputer Peripherals (TN |
i3 JUES
INo, Position Cha. ID Status Vendor Type ftte. Size[MB] Drive

ot flug: Keplace Mirror Drjve
Hot Plug: naﬁ Hirros Irive

| Hot Plug: Remove Mireor Brive
Mot Plug: Add - Puol Hot Fix Drive
[ Ho! I'Ji. : Remove Paol Hof Fix Drive |

Pool Hot Fix Acoess

GBT6537RP in Local Sys Sampling Ratez |
K.3.5.7 Pool Hot Fix Access

This function enables or disables the access of a certain RAID 1 ot RAID 10 Array Drive to
the ot Fix Pool.

ical Jrives—

G Controller Monitow 91,25 [CP - Intelligent Computer Feripherals (TM)
© {0 Copyright TMH‘)S? ICF vortex Egmtl:s“;sten Q\EH
L -’ A

The access to the Hot Fix Pool is enabled ¢
e oL st fo disable it 7

Mo

ug: dxace jeror Drive
t Mag: & Mirsor Drive
Hot Flug; Bewove Mirror Drive
Hot Plug: fdd  Pool hlnt Fix Drive
hiot Plug: Rewove Pool Hot Fix Drive

Fool Hot Fix Hecess

GOT6S37RP in Local Sys Sampling Ratec I

t the access had been enabled before, you could disable it now.

K.3.6 Array Drives

This command yields a list of the existing RAID 4 and RAID 5 Array Drives. [n addition to
the Array Drive number. information on the RAID level of the Array Drive: 4 or 5), the state
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(error, idle, build, ready, fail, expand. rebuild) and the net capacity are displayed. Press
<F2> to obtain further informaticon on a selected Array Drive.

GDT Contreller Monitor vi.25 ICP - lntellie:nt Conputer Pepipherals (TH)
{C) Copyright £994-1997 ICP vortex {onputersystene &fﬂ

- Urtve I e‘a 1T ¥

g, Kall-o. n ;

sical D . . .
jeal Bnl £2: Drive Inforeation

08, § 1ve
Log. dpive 2!

F2: Drive Infomation

If you press once more <F2> you get detailed information on the physical hard disk

COT Controller Monjtop ﬁ.ﬁ 1CP - Intelligent Cowputer Pepipherals (TN)
94-19%7 1CP vnitex nm:ersgsfm _
y Drives -

"

ize[H|3]

K.3.6.1 Parity Verify

This option verifies online the parity information of the selected RAID 4 or RAID 5 Array
Drive. Pressing <ESC> terminates this process if this option is selected for several Array
Drives, the processes are put into a queue and performed one after the other.
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T Controller Moniter ¢1.25 1CP - Intelli%ent Computer Pemnuls (1!
{C) Copyright 1394-19%7 1CP \Ea::: mtersgstm
1985

g, ®RID-J. rea

1zelMB)

Yiew/Chy,
Controller
Cache Sett

a\usic;lag - —hrray Settings————
H im% Ecaiculgte
Expand Array Brive

Pool Hot Fix Access

ot Plug: Replace Drive
{ Hot Plug: Add priv.
qress Infomation

Hot Fix Drive

jx Drive
1x brive
ix Yrive

K.3.6.2 Parity Recalcviate

If the parity verify option reports a parity problem, it is advisable to recalculate the parity of
the selected Array Drive anew.

€T Contralles Monjtor vi, 25 ICF - !nteilignt Couputer Pn&ﬁnﬂls an
(€} Copurieht 1994-1997 KP v_nggex n;:u!ersgstene
fwray Drives

D
-3, rea

118

ypay Ueive o

UiquIY.

Controller

he Sett you peally want to recalgulate
ical B he papity of the arpay union ?

Logigal r
(i &
ave Inforwd

Hot Plug: Redsheg Irive Lo
Hot Flugs # Ew. Hot Tix Drive
Hot Plug: Add Bool  Hot Fix Drive
Hot Plug; Rewove priv, Hot Fix grwe

dot Ping: Rewove Pool Mot Fix Drive

tings

CDT6527RP in Local Sys Sampling Rate: 1.0sec

The state of the Array Drive changes into “build/patch’, and the build process is started
immediarely. The word “patch” indicates that the parity of this Array Drive was calculated
anew After this procedure the Array Drive assumes the ready/patch sate.
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QT Contreljes Monitor ¥1.25 107 - Intelligent Conputer Penipherals (1)
OE Eoreniont 10561901 Lk vowiex owpuieessstone Ol l

YES

‘cmls"s:m in Logal Sus : séfiéi i'ﬁg nateé'i.i'see'
K.3.6.3 Expand Array Drive

There are two fundamenta! functions which are available within this option:

= Migrate the RAID level of the selected RAID Array Drive
{RAID 0-> RAID 4 and vice versa, RAID 0 -> RAID 5 and vice versa}

= Expand the capacity of the selected Array Drive by adding one or several new hard disks

Both functions can be selected at the same time. E.g , migrate from RAID 0 to RAID 5 and
add a new drive.

To initiate a migration or expansion with a RAID 4/5 Array Drive, the state must be ready
The data on the Array Drive remain intact and are not affected by the expansion.

The additional capacity is introduced as new Host Drive.

If a Logical Drive fails during the expansion, the expansion process continues until the ex-
pansion is finished. The Array Drive changes into the fail state.

The new capacity is available as a new Host Drive. windows NT (Tool: Disk Administrator)
and Novell NetWare (Scan for new Devices and then Tool: Install) allow the online integration
of new disk capacity

Depending on the RAID level the current Array Drive has, selecting a different one here, will

cause the Migration of the RAID level of the Array Drive. If you select the same RAID level,
the fallowing procedure will expand the capacity of the Array Drive, only.
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GDT Controller Menitor 1,25 ICP - lntelh%ent Cnmte:\ Peabliuals (TN}
{C) Copyright 1994-1937 IcP vortex unputersys F]

Drives

Hot ;lug. Re im Irive

Hot Plug: Add priv. Hot Fix Irive
Hot Plug: Add Pool = Hot Fix Drive
Hot Plug: lheme 11 Hot F;x Drive
Hot Plag: Rewove Pool Hot Fix Drive

GDT553W in Lecal Sus Sﬁling Rate: l.l et

CIT Centrolles Monitor 91.25 ICF - Int ll:a::;u tt:ongnge:u:erhﬂemls {m
. u yst

{C) Capgruht 1994-199? (44 vna BX

bo you want to add a few drive
to the array !

"

{ Hot Plug: Replace Drive Lo
TR | ot PI d iv. Iiot F}x Irive
' Ilet HMug al Hot Fix Dpive
fo Hu i lhmve mvf Hot Fix Drive
Hot Plug: Resave Hot Fix DBrive

Cﬁ'l'ﬁﬂﬂr 'iia' tocal Sys Sampling Bates l.l s8¢ l

After confirming this request, the /O channels are scanned for free positicns and already
existing available (i.e, not vet assigned to a Logical Drive) hard disks
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GDT Controller Monitor v1.25 - Intelligent Computer Pepipherats (TN
{0 cmmsht 1”4-1997 cr vgﬁiax aumttrggsl:u Gn!ﬂ t
: Prives

Seanning SC81 channels / target [D's 9
Please wait !

Ho us
b i ?'E’:::

QIEEIRE in o fas Saling m.:-lm——-'!

For this demo, we select the hard disk on channel A and (D 0

@7 Covrgflen Wit T = Toteliiamt Compates Pepipherals (0 ]
| 5'cemigﬂt m;-xm 16 vaiex Bptemsston Gl g

0 o/
[ Caatm er

!io Positien Clln 1D Status

smk lm? fositions

#ttp, SizelNE] Doive

i j
B2
gi iehi of the new disk drive I

m
é’ in tocal_dys Sampiing #z .M S8

[
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T Conteoller Monitor vi,25 1CP - Intelli%ont Computer Pemrais (Th
{C) Copyright 1994-19%7 1CP me nmtersgstm
PIves —

17etBh]i  5HY

[ Uiew/Cha,

Contrallerl 1= e veally vant to add hi
Dit 3. want to 15
e Pocition Cn. 10| | dbive to the areay union ? |k SigelNB) Drive

Ul " e wbH
2860 Fragnent :

&

T

1Y

=

s
SIISEEEE

H

AV I D T T S £
e Y e ot B i

G in Local_Sus Sampling Ratez 1.9 se¢

The new drive is built into the Array Brive According to the Expansion Progress Informa-
tion this takes approximately 18 minutes. During the expansion the Array Drive's state is
ready/expand

G Co oe Aonitor v1,25  ICP - Intelligent Canputer Peripheral (T
M Contoglen Nont 0% Thoactont 1cp u}agxliﬁp’é{utg:s"g's'ﬁmeuh :
—r - ay Prive —

rive g, RHID-J.  prea

12eLARS,

sical B} - ay Settin
it ] — [t gority Y Seshings=

l l’uitg Reca m'llate
'sol Bot F1X Hoecess

Wot Plug: Replace Drive
ot Flae: odd peiv. Mot Fix Drive
tion. % Irive

ix drive

' Elapsed }0;0: STime: LBUR |ix Drive
CDT6SITRE in Lscal Sus. Sampling Rates M )

As expected the Array Drive's capacity is now 600MB
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COT Controller Monjtos vl, 25 - Intelligent Computer Pepipherats (TH)
(& gt Wil le wriex (o Tenpuberauste :

msgs 13

GDT6537ll'|n toealj'!.s'“ Saiipling Rate: ll sag
K.3.6.4 Pool Hot Fix Access

This function enables or disables the access of a certain RAID 4 or RAID 5 Array Drive to the
Hot Fix Pool.

g bl s:::;*q; PRI

R S Tl

B Iacz Irive

J

H x iue
H nt
v me !Iot
: Hot

’S i

If the access had been enabled before, you wouid be able to disable it now
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K.3.6.5 Hot Plug: Replace Drive

In a similar way as was described a few pages before with the RAID | Array Drives, this func-
tion is designed to replace a defective drive of a RAID 4 or RAID 5 Array Drive, while the sys-
tem continues to be fully operational

37 Controller Moniter v1.25 ICP - Intelligent Computer Feripherals (TH)
oher o B iont Tep vortex Lomsutensesions O

4rray Drives

View/Chy.
Confroller
T by Setti
ica rray Settin
usieal ) [T Gty
l['g;; Secalcg;te
PP Ve
Pool Het F;% Aeeess

ot Plug’ Add iy ot Fix Drive
Hot Plug: Add Pool = Hot Fix Drive
Hot Mlug: Remove priv. Het Fix Drive

fot Plug: Rewove Pool Hot Fix Drive
GLT6537HP in Local Sus Sampling Rate: l.l 560

There are typically two different applications where a Hot Plug is necessary.

Application 1. The RAID 4/5 Array Drive is in the ready state
It is likely that a drive will soon fail {for example when there is a loud operating noise). As a
preventative measure, this drive ought to be exchanged now, that is, in a moment when the
Array Drive is still in a ready state and still has redundancy.

Application 2. The RAID 4/5 Array Drive is no longer fault tolerant (fail state} because a
drive of the Array Drive has actually failed. The Array Drive is still fully operational, but it

does not have redundancy any more. If another drive should also fail, the Array Drive's
functicnality is impaired.

Example Session for Application 1

We assume that there is a RAID 5 Array Drive which is fault tolerant. Its state is ready, all
drives are valid. After selecting the Array Drive, we choose the Replace Drive option
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GBT Controller Monitor vi.25 !g? - Intelligent Conputer Pevipherals (TH) |
ives
Ho. Position Chn. I Status Vendor Type Attp, SizelMB] Drive

8 _rci @/) I SEAGATE _ST32168M R 2068 ]

i

| Select cae of the disk dnives for Hot Plu

ot fix Brive
Hot Ex Drive

v, Hot fix Prive
Hot Plug: Rewove Pool Hot Fix Drive

CDT6537RP in Local Sys Sanpling Rate: l.l 580

A list of the Array Drive's components is displayed, For cur example we choose No 1 for the

Hot Plug.
GDTMON scans the ICP Controller's /O channels for drives which are still free (not yet as-

signed to Logical Drives) and free (i.e., not occupied) 170 channels and 1Ds.

[ DT Controller Monitor vl.25 ICP i Intelligent Conputer Peripherals (TM} |

No, Position Chn. ID Status l.lemlnr Type ittr, SizefMB) Brive
2%8 ]

Scanning $CSI channels / target 10s ¢
Please wait !

Hat l'l g' ' F;ul Hot Fix Drive
Ho! Plug. Reme iv. Hot Fix Drive
Plug: Remove Pool Hot Fix Drive

GOT6S3TRP in Local_Sys Sampling Rates l.l seq

ﬁ
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— Drives - -
Mo. Position Chn. 1D Status Vendor  Tupe Atte. Size{MB] Drive

e

l 7 Controller Monitor vl.25 I%i_’ " Inteliigent Computer Peripherals {TH) |
is

6 i

9 P e SEAGATE 87521600

— Disk Drive Positions - -
[Ih. Pasition Cha, 1D Status Uendor Tupe ftte, Size[NB] Dpive

i @
$

@ i QUANTUN
Tl[ﬁ[
Fl
3

nl

The list of Disk Drive Positions shows us the following:

No.0 This is the position of the drive which should be replaced. Since it is still
there the hard disk's state, vendor, type. attributes, size and Logical Drive
number are displayed

No 1.2, 3 Free available (i e, not yet assigned to a Logical Drive) drives. 1 and 3 could
also be used for the replacement.

No.dto  These are free {i.e.. not occupied) plugging positions for the new hard disk (On

No.17 the above screen you can't see positions No.9 to No.17, but you can scroll the
list with the Page-Down/Up keys).

@7 Controller Monitor v1.23 1CP - Intelligent Compater Peripherals (TH) |
' Bisk Drives

Mo. Position Ch. ID Stabis Vendor  Tupe Atte, SizefNB! Drive
P01 b b SEACATE_ STS2L6M B2 @
to ¢

hannel(s) B
have to he stopped temporarily until the Hat Plug is completed,
This affects Host Drivelsy -, .
Please_confl?ure the new disk drive with SCST 1D 3.
check if $CST hus terminators have to he added or removed,
The new disk drive wust have at least 268 MB capagity.
Ppess REILUBN to stop the SCS1 channel for unplugging/plu
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For our example we now take the new hard disk {which must have a capacity equal or larger
than 200MB! set it to SCSI 1D 3 and cbserve the SCSI termination

Disk brives
Me. Position Chn, ID Status Vender Type fttr, SizelNB] Drive

6

l BT Controller Monitor v1.25 1P - Intebligent {omputer Peripherals |

i

8_FPCl 9/9 SERGATE STSZIB;R’ R Z;HB ]

th 5) B stoppe

P] ug in the pew disk dmu at SCSI channel B D3,

yoi HIJST NOT DO ANY INPLUGGING OR PLUGGING ol OTHER SCET CHANNELS
DOING S0 NIGHT CALSE SERIOUS HARDWARE DAMAG

All data cn the new disk drive will be destroged,

After confirming, unplu?gmg or slugglng is not allowed.

This naglcause sepisus hardwape damage

After this message we can unplug the old drive and plug in the new one again and confirm
this procedure

l BT Controller Nomitor vi.29 Igl’ l-‘ ]l);telhgent Computer Feripherals (TH) |
fves
r Position Cha. ID Status Uendor Type fttr. SizefMB} Drive

' PCL B/9 R 6 SEAGRTE _STS2160H Rl 2868 ]

The new disk deive 3s huilt into the disk array !
Please wait

| -

&b in Local Sys Sampling Ratez 1.V sec

If everything was OK, GDTMON displays the following message:
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— Disk brives - -
Mo, Position Chn. ID Status Vendor Tupe Btte, Size[NBI Drive

SEAGATE ST92Lo84 W 2068

l Q7 Controllen Wonitor vL1.25  ICP - Intelligent Cowputer Pevipherals (TM) |

i

§ PR

e Hot Flug
The disk apra
The time the
contrnllclar-_" s

was finished successfully ?
ﬂ’_s status has changed to REBUILD,

isk array needs fo assume the READY status depends on the
tilization and the disk array's capacity,

BCI 09 4
KI &9 &
K9 @
BCI GBS A
N19/3 1§

4]

If the new drive, which we have plugged in just before, had contained data from a previous
operation with a ICP Contreller, GDTMON would have reported this

in Local _%us wampling Xate= L.W sec

T Controller Monitos v1.25 ICP - Intelligent Conputer Peaﬁllierals (TR
(C) Copyright 1994-1357 ICP Ea::): npatersystene

Irives
Hrray Drive W)

1zeliB]:  4bM

Yiew/Cha.

Controllen
Cache Sett
Physical D
logical b

EOT6537RP in Local_Sys Sampling Ratez 1.9 sec
Example Session for Application 2

We assume that there is a RAID 5 Array Drive where one drive has failed. its state is fail.
After selecting the Array Drive, we choose the Replace Drive opticen
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GDT Contreller Monitor vi,25 1P - Intelhaent Cnnputer Pea&l‘nrals |
(€} Copgmyht 1994-1997 1¢P vortex nmtmgs ene
Dpives

I——————-ﬁ rray Settings—————

’ Parity Yerify

Parit Eecalcgll‘ate
Fool Ilntrﬁ?( Hccess

' ot Fix Drive
Hut l'lug. I\di lol I!ot le Irive
Hot Plug: Re

iv. ive
Hot Plug: hme F: ot Fix ive

GOT6537RP in Local Sys Sampling Rate- 1.’ set

GDTMON shows the failed drive (No. 1},

l DT Controller Monitor 1,25 ICF i %:telhgent Computer Peripherals (TN |
ives
{%. Position Chn, ID Status ﬂeninr Type

At Size(MB] Drive
8 Kl %l/g P 6 i SEME ST32160H M. ot 8
P 3 1 HGA gtsmw fail 28 3
Kl ¢ 2 1 SEAGRTE S152166M B e 2

flot I de F: . ot Fix Drive
Hnt Flua; Add Beol = Hot Fix Drive
Hot Plug: Remove priv, Hot Fix Jrive
ot Fiug: Remove Pool Hot Fix

o (] 1vE
CITES2TRE in Local _Sys Sampling Ratez 1.’ Se¢

After pressing the <ENTER>-key, GDTMON scans the ICP Contraller for free plugging posi-
tions
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— Irives
Mo, Position Chn, ID Status Uendor Type Ates, SizelMB] Drive

g Pl @/3 0 6 i SERGATE STIALEMN .

l €)Y Controlles Monitor vl.25 Igli,si Intelligent Cowputer Feripherals (TH) !

Scanning SCSE channels / tapget ID's !
Please wait !

) Replace Dpive ¢ Fix Ini
of Plug: Add priv. Mot Fix Drjve
Mot Flog B¢ Jris it Fix boive
Hot Plug: Remove priv. Bot Fix Drive
Hot Plug: Remove Pool Hot Fix Drive

GOTESAIRP in Local Sus Sawpling Rate: M set

|
l €Y Controller Monitor v1.25 lgl_’ i Intelligent Cowputer Peripherals {m |
i

— sk Drives - -
Mo, Position Chn. ID Status Vendor Tupe fttp. Size(MB] Drive

SERGATE 1216 B 2868 f

 p—— sisk hivf Positions - -
i Psion O 1 Saas o te_____ Ve, St Iive_

1 . 1 -

{1
o
e

i o
 §aloct the position of the new disk deive
GDM!!H 18 Eul !gs !mlmg E!e: ” se

The list of Disk Drive Positions shows us the following:

No.d This is the position of the drive which should be replaced Since it is still there,
but defective, the hard disk's state, vendor, type, attributes, size and Logical
Drive number are displayed.

No.l 2, Free available (i.e. not yet assignedtoa Logical Drive) drives. | and 3 could

3 also be used for the replacement.

Nodto These are free [i.e, not occupied) plugging positions for the new hard disk {On

No 17  the above screen you can't see positions No .9 to No 17, but you can scroll the
list with the Page-Down/Up keys}
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I DT Controller Monitor vi.25 Igl;si %:;e:éigent Cowputer Pevipherals (TN} |
- L'

No. Position {ha, ID Status Yendor Type fttp, Size[MBI Drive

BPCLEY A 6 i SECATE £152150 W28 @

ALl pvices connected o channeils) B )

have to be stopped temporarily until the Hot Plug is cowpleted,
This affects Host Drive(s) -,

Please.confl?ure the new disk drive with $CSI 103

gheck if SCS1 hus terwinators have to be added or removed.

The new disk drive must have at least 200 HE capal;lt,g.l

Press REILEN to stop the $C81 chanrel for unplugain

&b in Local_S¢s Sampling Katec 1.9 sec

For our example we now take the new hard disk (which must have a capacity equal to or
larger than 200MB) set it to SCSI D 3 and observe the SCSI terminaticn.

{m Contreller Ronitor 91.25 16 atellignt Comer Fergherls (0 ]
[lo. Pusition Cin. 10 $tatis Uendor Tupe Attr, Size(NB] Drive
BI85 0 6 i SEAGNTE STS2LGM

Mo (s) B stopped wew
g 1n the new disk deive at §C81 channel B, SCS1 1D 3,
MIST HOT DO ANY UNPLUGGING OR PLUGGING 0N DTHER SCSI CHANNELS
DOTHG 50 MIGKT CAUSE SERIOUS HARDHARE DAMAGE.
| data on the new dick drive will he destroyed,
tep confirming, unplu?g1ng or slugglng is nat allowed.
his naglnguse serious hardware damage.

—aenmeseunts | &

After this message we can urplug the old drive and plug the new one in again and confirm
this procedure.
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ives
lﬂ Position (. 1D Status Vendor Type Atte, Size[MB] Drive

§

l DT Controller Nonitor 1.23 I%I‘ " Intelligent Computer Pepipherals {TW) |

B FCL8/9 b b i SHGHE STS2I6M T T

\S 1ve nge e a with numher 3,
Thss dlsk dmue belanged to the =l1sk am'ag ult}l number @,

The dick drive you haye pluaged in has alpeady Leen initialized.
This disk drive will be used for the Hot Plui if you confirm,
Al data‘on this disk drive will be destroyed !

GDTMON has detected data on the new drive (i.e., it was already used as a Logical Drive
with a ICP Controller).

T Controlles Manitos 01,25 ICP @ lnm;xmt Conputer Peripherals (T} |
18!

TNo. Position Ch. 1D Status Vendnr Type fttr, SizelMB] Drive

9 PCi g 06 i SEACATE 152160 B gus @

4 Tk uumLmt to add this
[ Position Tha, 1D} drive to the array union ?

Mo

%

PHR e

TR L 1 |
1R
& in Local 3us ing Rate= 1.9 sec

This confirmation deletes all data on the new drive and prepares it for the Array Drive.,
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BT Contraller Monitor vi.25 1CP - Intelligent Cowputer Peripherals (TH) ;
Disk Drives

sk
[No, Position Chn. D $tatus Vendor Tupe ftts, Size[XB] Prive
BPCI @9 A6 SEAGATE_ST52160N T T

i

The new d&isk drive is built 1nto the disk array !
Please wait !

I GDT Controllep Monitor vl.23 lﬁ‘.l‘ - Intelligent Computer Peripherals amw |

ives
Ifb Position Cha. ID Status llendor Type Atte, Size[MBI Drive
§_Pel 919 A6 i SEW}I[ 5152169‘1 Rl 296@ ]

ot Flug was f1nished succes
The disk arraa 5 status has changed tu REBUILD,
The time the disk array needs to assume the READY status depends on the

contrnlier s utilizatian and the disk array's tapacity,

The Array Drive changes its state to rebuild. This means that the ICP Controller rebuilds the
criginal data on the new drive.
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0T Controller Womitor v1,25 ICF - Intelligent Cowputer Pepipherals (TH)
(&) Copuright 19341997 1¢P vggtex‘%n:yutergset:u e
- - firray Irjves —

Drives
prray Drive Wi BN d

GOTES3TRE in tocal.S!s Sawpling Rate: 1.0 sec
K.3.6.6 Hot Plug: Add private Hot Fix Drive

This function allows you to add a Hot Fix Drive to an existing RAID 4 / RAID 5 Array Drive.
“Private” means that this Hot Fix Drive is only available for the selected Array Drive and

cannot be accessed from other Array Drives.

ST Contn Ttow 4325 1C - Intelligent Conputer Pepipherals (T0)
S contrables Rnktae 118, 1T nkibe Bpuiersions Gk

Brive

Scanning $C81 channels / tapget 1D°5 !
Please wal

Mug:
ug:
ug:

COTGSITRP in Local Sus Sampling Rate: 1.0 sec

After selecting this option GDTMON scans the iCP Controller for free positions where the
hew Hot Fix Drive can be plugged in.
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- y Brives
prray Drive B RALD-30 rea

T Controller Momitor vi,25 ICP - Intelligent Cowputer Peripherals (TH)
{6 Cpsright 384-197 160 vnien Lonpuiercysions Cabl

izelMb].  qud

Diew/{hy.
[(hntml er . . .
— Disk Drive Positions - -
Mo. Position Chn. [ Status Vendor Tupe fitte. Size[MB] Drive
9OMI99 @ 0 i SHAGATE SISZISH - MW 2med
1 K147 B @ i QUANTIN RiESS !;l.i-lﬂ-m llill F )

o2
& 3
|
L §alect the position of the new disk drive - : J

Gnl!!!m in !ml !gs !anplmg E!e: !.I set |
For our example, we choose the drive on Channel C and SCSI 1D 4. (if we wouid plug in now

a new drive we would have to set the SCSI 1D tc 4 and make sure that the SCSI termination
is set properly)

(P - Intelligent Cowputer Pepipherals (TH)

25 1
H!? ll(‘.l'.slt‘ex alm:?sgsten

‘H }-J. Pea

BT Controller Monitor ﬁ
{C) Copuright 195

Al S channeli(s)

have to he stopped temporarily until the flot Plug is compieted.
This affects Host Dpivels) @0

Please‘cnnh?we the new disk drive with SCSI 1B 4,

Check 1f 5CST bus terwinators have fo he added or removed,

The new disk drive must have at least 200 MB rapacity,

Press RETHLIEN to stop the SCSI channe] for unplugding/plu

leyices connected fo

#|

st

Lt ]

GDTMON adds the new drive to the selected Array Drive,
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D1 Controllier Moniton 91,25 ICP - Intelli fep Pemmais (TH

(¢} Copyright 1994 1CP vortex steme
- m

) channel{s) ¢ sibpped ik
in the new disk deive at SCSI channel €, $CS1 1D 4,
ST NOT DO ANY UNPLUGGING OR PLUGGING Ol OTHER SCST CHANNELS
DOIKC S0 MIGHT CAUSE SERIOUS HARDHARE DAMAGE.
data on the new disk drive will he destroyed.
ten confirning, l,lnplu?snng or plugying 15 not allowed,
is naglc,a‘mse epigus hardwaye damage.

T | E |

1f we now Jook at the Array Drive's structure (
as a Hot Fix Drive to the Array Drive.

GDT Con tl‘?

lep Monitor vl.23 lcg - Intelligent Computer Pegﬂlﬂals (T}

;
£} Copgright 1994-1997 1CP vortex tepsysteme
i o —Arra D:gges !

Yiew/Cha,

Controller

Cache Sett

Phsical D ) .
Lo waI' tel £2: Brive Infomvation

fog. DY
0g. Drive
Log. M%ue

£2¢ Drive Information

K.3.6.7 Hot Plug: Add Pool Hot Fix Drive

A Pool Hot Fix Drive is a spare drive within the so-cailed Hot Fix Pocl A drive in a Hot Fix
pool is available for ceveral RAID 4/5 Array Drives as a Hot Fix drive. Thus, several Array
Drives can share one Hot Tix drive. OF course, once this drive has been used by one of the

Array Drives, it is no longer availabie for the others

LY
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CT Controllen Momiten v1.25 107 - Intelligent Computer Peripherals (TW)
703" Copyrioht 1804-1997 TCP uoatexlgamtegspgstm!m e
Iyl

Brives
Brray [eive W

12e(Mb], 440

ViewChy.
[thml er sk Drive Positi
isk Dri sitions
Mo. Position Cha. 1D Status Yendor yp: o Atte, Size{NB) Drive
@ PLISY A 8 i SEAGATE STS2L60M B 2068
1 MIgs9 B @ i QIII}HTIIH PIO3S ?;Hﬁ-m Ri;! b1}

14 A2
5 PCT#s & 3
R
8 K B 1
S sition of the pew disk drive

We select SCSI Channel C and 1D4 for the new Pool Hot Fix Drive.

GIT Controller Monitor KI.ZS 1CP - ln%ellignt Computer Peripherals (TR
(€} Copuright 1994-1997 ICP vg;te: nputersystone
rea .

Drives.

You may disable or enable the access of a certain RAID 4/5 Array Drive ta the pool of Hot
Fix Drives with the option "Pool Hot Fix Access” (see K.3.6 4}

K.3.6.8 Hot Plug: Remove Private Hot Fix Drive

This function is used. if you want to remove a private Hot Fix Drive from an Array Drive.

ﬂ
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K.3.6.9 Hot Plug: Remove Pool Hot Fix Drive

In a similar way as with the "Remove private Hot Fix Drive” function, here you ¢an remove a
Hot Fix Drive from the Hot Fix Pool. A possible reason for this could be that you want to
add it as a private Hot Fix Drive to an Array Drive.

BT Controlles Monitor vi.23 Igl_’ i: ll)l:ltelligent Cowputer Pevipherals (M) |
isk Drives
No. Position Cha. ID Status Vendor Type fittr, SizelME] Drive

L Select one of the disk drives for Hot Plu —

11 B
ot Plug! iv. ot Fix Drive
Hot Plug: pdd Poal  Hot Fix Drive
Illat Plug: Remove priv, l'lo Fix Dpive

. ] 1

GBTES3TRP in Local Sys Sampling Rate- 1‘! sec

K.3.7 Save information

The Save Information option gives you the possibility to save the configuration information
regarding the selected ICP Controller and its devices in an ASCli-file. This may help if you
require support and is also good for your system documentation.
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L. GDTSETUP in Detail

| —

We refer to firmware (RAIDYNE) as the operating system which controls the ICP Controlier
with all its functions and capabilities. The firmware exclusively runs on the ICP Controller
and is stored in the Flash-RAM on the ICP Controller PCB. The controlling function is en-
tirely independent of the PCI computer and the host operating system installed (for cxam-
ple UNIX), and does not "drain” any computing power or time from the PCI computer. in
addition to disk chaining, RAID 0 and RAID 1, RAIDYNE allows you to install and centrol
Array Drives of the types RAID 4 (data striping with dedicated parity drive), RAID 5 {data
striping with distributed parity) and RAIDI0 (a combination between RAID 0 and 1). All ICP
Contrallers are equipped with a hardware which is particularly well suited for disk arrays.
RAIDYNE uses this hardware with extreme efficiency and therefore allows you to configure
disk arrays that do nat joad the host computer (whereas all software-based RAID solutions
more or less reduce the overall performance of the host computer ).

L.1 The four Levels of Hierarchy in the GDT Firmware

RAIDYNE is based on four fundamental levels of hierarchy Each level has its "own drives” (
= components). The basic rule is:

To build up a "drive” on a given level of hierarchy, the “drives” of the next lower level
of hierarchy are used as components.

Level I:

Physical Drives = hard disks, removable hard disks, some MO drives are located on the
lowest level This can be either devices with a SCSI interface, or devices with a Fibre Chan-
nel Arbitrated Loop (FCAL) port.

They are the basic components of all “drive constructions” you can set up. However, before
they can be used by the firmware, these hard disks must be "prepared”, a procedure we call
initialization. During this initialization each hard disk receives information which allows a
univocal identification even if the SCSI-ID, FCAL-ID or the controller is changed. For rea-
sons of data coherency, this information is extremely important for any drive construction
consisting of more than one physical drive.

Level 2:

On the next higher level are the Logical Drives. Logicai Drives arc introduced tc obtain full
independence of the physical coordinates of a physical device. This is necessary to easily
change the whole ICP Controller and the chanrels, IDs, without loosing the data and the
information on a specific disk array.

Level 3:
On this level of hierarchy. the firmware forms the Array Drives. This can be:

Single Disks (one hard disk, some vendors call it JBOD - Just A Bunch Of Drives)
- Chaining Sets (concatenation of several hard disks)

- RAID 0 Array Drives

- RAID | Array Drives, RAID | Array Drives plus hot fix drive

- RAID 4 Array Drives, RAID 4 Array Drives plus hot fix drive

- RAID S Array Drives, RAID 5 Array Drives plus hot fix drive

- RAID 10 Array Drives, RAID 10 Array Drives plus hot fix drive

LY
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Level 4:

On the highest level of hierarchy, the firmware forms the Host Drives. In the end, only
these Host Drives can be accessed by the host operating system of the computer. Drives C,
D. ete. under MS-DQS. Windows NT, NetWare, etc. are always referred to as Host Drives by
the firmware. The firmware autematically transforms each newly installed Logical Drive and
Array Drive into a Host Drive This Host Drive is then assigned a Host Drive numbet which
is identical to its Logical Drive or Array Drive number.

The firmware is capable of running several Host Drives of the most various kinds at the
same time. An example for MS-DOS: drive C is a RAID 5 type Host Drive {consisting of 5
hard disks), drive I is a single hard disk, and drive E is a CD-ROM communicating with
RAIDYNE through corelSCS! and the GDT ASPI manager.

On this level the user may split an existing Array Drive into several Host Drives.

After a capacity expansion of a given Array Drive the added capacity appcears as a new Host
Drive on this level. It can be either used as a separate Host Drive, or merged with the first
Host Drive of the Array Drive

Within GDTSETUP, each level of hierarchy has its own special menu:

Level 1 > Menu: Configure Physical Devices
Level 2 = Menu: Configure Logical Drives
Llevel 3 % Menu: Configure Array Drives
Level 4 = Menu: Configure Host Drives

Generally, each installation procedure passes through these 4 menus, starting with level 1.
Therefore:
. First initialize the Physical Drives.

] Then configure the Logical Drives.

. Then configure the Array Drives (e g Array Drives with RAID O, 1, 4,5
and 10).

. Finally, configure the Host Drives.
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L.1.I Host Drive Types in RAIDYNE

The following summary gives you an overview of all Host Drive types you can create with
the GDT firmware. The ICP Controller can simulianeously control sevetal Host Drives of
most various types.

Eor instance, MS-DOS drive € could be a Host Drive of the type disk (consisting of a single
hard disk), MS-DOS drive D is a type RAID 5 Array Drive, M5-DOS drive E is a Host Drive of
the type chain, and MS-DOS drive F is a CD-ROM which communicates with MS-DOS
through corelSCSI and the GDT ASPI manager

Type of Host Description of Host Drive Instaliation on Minimom nomber of
Drive Level hord disks
Disk 1:1 assignment: Host Drive fo 2 1

hard disk
Chain Concatenation of severol hord 2 2
disks

Mirror, RAID 1 Mirroring of Logicol Drives 3 2

RAID 0 Dota Striping 3 P}
RAID 4 Datu Shiping with parity drive 3 3
RAID 5 Datu Striping with striped parily 3 3
RAID 10 Combined RAID 0 ond ! 3 4

L2 SCSI Devices Which can be Configured With GDTSETUP

55| devices which can be configured with GDTSETUP are called Direct Access Devices (SCSI
devices such as hard disks or removable hard disks, or other devices behaving like a hard
disk). SCS1 devices other than SCSI hard disks or removable hard disks, or devices that do
not behave like them, are catled Not Direct Access Devices. They are not configured with
GDTSETUP and cannot form Host Drives. These 5CS! devices are either run through the
ASP! interface {Advanced SCSI Programming Interface) (MS-DOS, Windows, Novell Net-
Ware or 0S/2]. or they are directly accessed from the operating system (true for UNIX and
windows NTJ. For details cn how to operate these devices, please refer to the correspond-
ing chapters of this manual

L.3 Loading GDTSETUP

Any installation or maintenance procedures regarding the ICP Centroller are carried out
with the configuration program GDTSETUP. The monitoring program GDTMON allows
centinuous monitoring and maintenance of the ICP Controller and the connected Array
Drives. The GDTMON utility also include options to replace a defective drive with a new
one (Hot Plug} and is available for most of the operating systems supported by the ICP
Controllers. GDTSETUP allows you to set up single disks or complex Array Drives with sim-
ple and user-friendly installation procedures Little previous knowledge is needed to be
able to use GDTSETUPR efficiently. It is only necessary to understand the hierarchy levels in
the ICP Controller firmware. For the user's convenience the GDTSETUP program is available
in two different variants:

. GDTSETUP loaded from the ICP Controller's Flash-RAM after switching on the computer
- GDTSETUP loaded from disk under M5-DOS
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The header of the GDTSETUP program indicates with a letter after the version numbet,
whether GDTSETUP was loaded from disk of from Flash-RAM:

"R" for GDTSETUP loaded from the Flash-RAM after switching on the computer
D" for GDTSETUP loaded from Disk, i e, under M5-DOS

Loading GDTSETUP with <CTRL><G> from the Flash-RAM is very comforiable since no op-
erating system is required to carry out the configuration and setup works

On the other side, loading GDTSETUP from disk (i.e.. under MS-DOS) becomes necessary
for tasks like partitioning or enabling a totally disabled GDT BIOS {which includes
GDTSETUP).

L.3.1 Special Keys in GDTSETUP

Cursor-keys T amd |
Used to select a menu option of command.

<ENTER > key
Confirms a choice, entry, warming or message in GDTSETUP.

<ESC> key

Exits the current menu

<SPACE> bar

Multiple selections, or togeling between a number of preset options.

Function key <F2>
This key has different functions. depending on the menu you are in:

a. Toggle between Express of Enhanced Setup.
b, Display drive configuration,

Function key <F3>
To Lack and Unlock removable media.

Function key <F10>
Refresh Information.

When GDTSETUP is loaded, the main menu appeats as shown below:

1.4 Express Sefup

This function allows the easy setup of Array Drives and does not require any previous
knowledge. If you choose this function, GDTSETUP carries out the complete installation
entirely on its own, giving you, for example, a fully operational RAID 5 Array Drive with opti-
mized settings (for instance, with all SCSI features of a given hard disk activated).
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GDISETLF -- Version 3.04D - fpr 62 133
() Tepyright 1997-98 1CF vort

Computersysteme Gmbi

d Create new Host Drive, GDTSETUP scans the system for

After selecting Configure Host Drives an
{i.e. drives which are not yet logical drives or Host

ICP Controllers and "free” hard disks
Drives or part of Array Drives},

4D - dor 82 1998
oriey € ysteme GubH

nst Driy
ik, Capacity Iupe  Belongs to
| “Shod Wl Disk  logical
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0se_[ype
ngle ])15]:
aining

a 108
FCAL-n 2 @ SEAGATE §

1
PCAL-A $24 @ SEAGRTE ST _ B
SPACE: Select/Deselect drive, ENTER: End selection

i 8683 M
R i38 101 +HotFix

14
104 o tFix

RAIDS
RAIDI tHotFix
FAIDIA#HotFix

Select with the <Space> bar the hard disks you want to integrate into the new Host Drive,
Depending on the number of selected drives in the Choose Type windows all possible Host
Drive configurations are high-lighted.

Select Physical Drive - Lhgose lype
D LN Vendor  Product Atte, CaplhB) Drive  |ingle Disk
0 SEAGATE STLILTLFC RN LHEL haining
0 SERCATE STLHTLFC RU 833p 108
B SERGATE 5119 bl il iby 1D
} B A1D +HotFix
gct drive, ENTER) End selection 104 )
RA1DdHotEix
RAIDS ]
RATDS tHotFix
RaIDig ‘
Ral1Did+HotEix

Press <ENTER> . You may sclect the desired Host Drive type. In our example select RAIDS
and press <ENTER>
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) GRTEETN
{0) Copyright

4D - fpr A2 1998
Computersystems GrhH

elect Physic
Yeador  FProduct
SERGATE STL917FC
SEAGATE ST19171EC
SEAGATE STL9LTLFC il

Chn 10 LUN

£338

#ICAL-A 2 9 8683
FCAL-

Do you waat to greate a host drive from the selected disk(s) 7

(CAUTION: 11 data will he destroyed 1) (¥/N)

That's it!
As you can see from the next picture, the RAIDS Array Drive has been fully automatically

configured. It is in the build state

prtex Comptercysteme Gmbi

AL o
{reate new Host Drive

F2: Drive Inforsation, FIB: Refresh

Press several times <72> to get detailed information on the Array Drive's configuration and
components.
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GDISETUP -- Versiga 384D - fpr 82 1999
) Copyright 1997-98 ICP vortex Computersysteme GibH

Tupe  helongs to
Dok Master
[}

b LUN Ueador
1 SeAGH

i)

Press several times <ESCs to leave GDTSETUP. A new screen comes up giving you detailed
progress infermation on the build process.

b - Apr B2 1998

CDISEIEP -- Version 3,
[ or mputersystene GmkH

ght 1 y

p
Mpsed Time: 85:50:92 Estimated Time:

ress ESC 10 quit

As you can see, there are already 6% of the build process completed
If you press <ESC> GDTSETUP warns you that the array is not yet redundant.
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STTUP -- Version 384D - fpr A2 1938
-98 [CF wort mputersysteme GubH

Pressing again <ESC> brings up the following screen, telling you the system needs a reboot
to recognize the new Host Drive(s).

[Configuration of drivels) vas modified,
System will he rebooted.
Press any key to rehoot !

L5 Select Coniroller

If thete are more GDT RD Series controtlers in the PCI computer, Select Controller lets you
select the controller where you can apply all of the following GDTSETUP choices to. The
currently selected controller is displayed on the lower left side of the screen. Below "Posi-
tion”. the PCI Slot number is displayed. The available features of the 1CP Controller depend

Intelligent Compiter Peripherals b



217

on the firmware installed. After a cold boot of the PCI computer, the controllers ate recog-
nized and initialized in the order of this list.

GDISETUE -- Versipn 3.94D - for B2 1998
y Copyeight 1997-98 ICP vortex Computersysteme GmbH

Firmaare |

L.6 Configure Controlier

After pressing <ENTER> and <F2 the Advanced Setup allows to select the Cenfigure Controller
menu option.

GDISETUP -- Versien 3.84D - Apr B2 19398
opyright 199798 1CP vortex Computersystems GbH

Configure firray Drives
Confliure Host Drives
Save Information

oy

P2 Erpress Setup

Press <ENTER> .
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(DISETUR -- Version 3.84D ~ Apr Az 1938
(€} Covyright 1997-98 1CP vortex Computersyste

ma GubH

i1 Co

(o

Co|tirmuare Update

(o lntelilgent Fault Bus
Sa|hdvanced Settings

L6.1 Controller Settings

{To change a setting, move the cursor keys T and 4 to the field and press <ENTER>.
Note: In order to obtain the full performance of your iCP Controller, it is very important
that the Delaged Write function is @m, too. If you find a different setting, we recommend
changing it now.

/ ] e . (On)
Fenmwn BI0S 2vvvvvessrsrvensrenss (Endhled)
[Firsuare Upda|BI0S Uarnznr{ Leve] ......... (Fatal errors)

ol ntelltaent FiSupported B10S Drives ..., (2 )

a [ fidvanced Sett Iﬁ;’lmmhm ) |

e

Chn. SCSI-4: Termipation ... (Auto)
§C81- )

IERREEN!
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Function Possible Settings Factory Setling
Cache On "’ On, Off On

Delayed Write On ™ On, Off on

BiOS Enabled, Disabled Enabled

BiOS Warning Level

All messages, Fatal errors

Fatal errors

Supported BIOS drives |2, 7 2
Memoty Test No Test, Standard, Double Scan, Intensive | Standard
SCS51-1D 0,1234567 7

SCSI Termination On, Off, Auto On

"' Can also be changed with the GDTMON online utility

1.6.2 Firmware Update

The firmware. the BIOS and the GDTSETUP program of the ICP Controtler are stered ina
flash-RAM which is part of the ICP Controller hardware. In contrast to EPROMSs, Flash-
RAMSs canh be re-programmed many times and without the complicated UV-light erasing
procedure, Thus, both software modules can be easily updated without having to remove
the controller from its PCI slot. Firmware and BIOS are part of the GBT_RPFW file. The file
has an extension (e.g. GDT_RPFW.009] which indicates the version stepping. The latest ver-
sion of the this file can be downlcaded either from our 24h BBS {+49-(0)-T131-5972-15) or
from our Website http://www.icp-vortex.com. We recommend that you also download the
packed files which contain the latest programs/drivers for the operating system uscd on
your system Observe the following order when carrying out the updating procedure:

| Get the latest GDT_RPFW file for the ICP Controller tdownload it from our BBS, or our
Website, or ask for an upgrade disk if you do not have a modem), The file does NOT
need to be expanded !

9 Format a 3.5" HD disk {1.44MB) and copy the GDT_RPFW fle on this disk.

3. After loading GDTSETUP (from Flash-RAM or from disk

under MS-DOS) setect the de-

sired ICE Controller for the firmware update and press the <F2>-key to enter the Ad-

vanced Setup.

4. Select Configure Cantraller and th
file into drive A. GDTSETUP loa
files found on the disk. If you have

path "A:", first.

|ntelilgent Computes Pertpherals "

erealter Firmware Update. Insert the disk with the firmware
ded from the Flash-RAM will display a list of the valid
loaded GDTSETUP from disk you have to enter the



GDTSETU? -- Wersion 3.B4D - fpr 22 1398
) Copypieht 1997-98 ICF wortex (omputersysteme {omhH

uﬂﬂil?Ure Gon

)
Eo Contro leT Settings
0 Pl
Co ln%eii;gent ;au!! !us

The update process starts as scon as the desired GDT_RPFW file has been selected. Strictly
observe the messages and instructions of GDTSETUP. it is extremely important that the
system is not switched off or reset during the update process. It is very likely that this
would cause the ICP Controlier to became inoperable

SETUP -- Uersian 11 18
t 1997-98 1CF o Computersystene GubH

{Lontro?ler

The new versions of the GDT Firmware, the BIOS and GDTSETUP are available after the next
cold-boot.
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L.7 Configure Physical Devices

This menu allows you to prepare hard disks and removable hard disks for use with the 1ICP
Controller {hierarchy level 1). You can scan the SCS1 bus and the FCAL port(s) again for 4
given iD (this may become necessary when another device is being connected during the
operating session).

‘ CDISETUP -- Yersion 3.84D - fipr 82 1958
(0 Copyeight 1397-98 ICF vartex Com steme CWBH

o

nfigure Logical Drives
onfigure frray Drives
nh?ure Host Drives
Save Infgrmation
. 1%

2 Ly

Computers

¢ 1{‘iure a0
— €
tol Ch N atte. CapiMB) Iri

il SCA HSBE M3 ,
TS MAB3RILSC §702 Drive 2
1 1/0 Processor k
GalE STI91TLEC 8538 Drive B
GATE ST19171FC 8938 Drive 1
GATE SI1S1TEC 8682 Drive 3
g SEAGATE STI91TLEC 8333

FCAL-& 12 FC 1/0 Processer
]

This screen tells you:
I
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- the 5CSl channel (SCSI) or FCAL port (FCAL)

. which a drive has (the entry /O processor stands for the according /0 channel of the
ICP Controller. Its default setting is 1D 7 for SCSI and 1D 125 for FCAL

. the state of initialization ('i" = initialized)

- the names of the drives

_ the state, [RW] = Read + Write, [RC| = Read only, [RM] = Removable

- the gross capacity

- if component of a Logical Drive

Use the cursor keys T and | to highlight the drive you wish to initialize. When a hard disk is
selected with <ENTER>, a new screen is displayed.

e are
Yiew Defects/Status 516

rive
Deinitialize Disk g fttr, Cap(MB) Drive
— | 58PN ]
Lock Disk 918C R 4782 Drive 2
Unlsck Disk ess0r
?£|EC R.IQJ 8538 Drive 8
; B335 D

ChL-4 2 @i SERGATE SI19L rive
FCAL-h 124 @ SEAGATE STI94TLEC Ré 8338
FCAL-h 125 & FC 1/0 Processor
Rescan for new device

=

Extended Information

; [ ]
You may select the high-lighted menu cptions. The other options are either not apptopri-
ate to the type of device {removable hard disk), or currently biocked because of security
reasons (e.g.. the drive belongs to an Array Drive)

L.7.1 SCSI Parameter / Initialize

This option can destroy all data on the hard disk.
If a hard disk is not yet initialized, you have to initialize it first. GDTSETUP copies ICP spe-
cific configuration blocks on the hard disk, a primary block and a mirrored secondary block.

The possible settings are different if you select a 5CS hard disk or a Fibre Channel hard
disk

With a FCAL hard disk there are anly a few settings which are relevant. You should aiways
check that they are all "Enabled” or "On".
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CITSETUP -- Uersion 3.84D - fpr A2 1398
i3kt 1997-99 ICF vortex Computersystene (imkH

CaptMB) Drive
3702 Drive 2
8338 Drive B
8338 D

-4 2 B 1 SEAGATE ST191 2 Drive
-4 124 @ SEAGATE STI91T1KC R 8533
f 125 8 FC 170 Processor
r new device
F2: Extended [nfor

1
Rescan fo

0 3840 - hpr 2 1936
yartex {omputersysteme Gubi

8538 Drive B
8938 Drive |
8682 Drive 3
8338

3
(Enahled}
r cierviinns CSCSI-TIDD
Lo|Disk Read Cache .....o.covi {003
. Dick brite Cache vovovvuviy (O
Tagged Quenes ,..coovvvinrn (O0)

ReM: 16 MB FDG, FU: 2.21.8A-REFF

I. Sync. Tronsfer: Enabled (Disabled)

The $CSI-bus knows two methods of data transfer: asynchronous and synchronous transfer.
Each SCS! device must be able to perform the first type of transfer, the second one is op-
rional. The advantage of the synchronous transfer consists in a higher data transfer rate,
since the signal transfer times on the possibly long SCSl-cable have no influence on the
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transfer rate anymeore. Two SCSI-bus participants which want to exchange data between
each other have to check if and how (i.e., with which parameters) a synchronous data
transfer between them is possible. Therefore, the mere setting does not automatically en-
able synchronous data transfer; this mode is only effective if both devices support it and
after they have checked their capability of communicating with each other in this made.

2. Sync. Transfer Rate

This is the synchronous data transfer rate in MB/se. Ultra SCS1 allows on a 8 Bit bus 20MB/s
and on a 16 bit bus 40MB/s.

If a given SCSl-cable does not allow 10.0 MB/s ( = FAST-SCS!), the data transfer rate can be
reduced to a value that allows a trouble-free data transfer. The reason for such a restriction
is not necessatily a "bad” SCSI-cable. Lowering the transfer rate may also become neces-
sary when you set up a special configuration with a very fong SCS[-cable whose length sim-
ply does not aliow 10.0 MB/s.

Even if you set the maximum speed to 10. 20 or 40 MB/s, this does not mean that the 5CSI
device actually supports this transfer rate.

3. Disconnect: Enabled (Disabled)

The concept of the SCSI-bus aliows several participants (8 1Ds with 8 LUNs each). All these
participants ought to be able to use the bus in a manner that causes the least reciprocal
disturbance or obstruction A participant should therefore vacate the bus if he does not
need it. For reasons of performance, it is particularly important to guarantee a high degree
of action overlapping on the SCSI-bus. This high degree of overlapping becomes possible
when a 5CS] device is enabled to be disconnected, thus leaving the bus to be used by an-
other participant. If there is onky one SCS1 device connected to the SCSl-bus. "Disconnect”
should be disabled.

4, Protocol (SCSI-H, SCSI-HI)

If a drive supports a particular SCSI specification (Il or I} you should always use the high-
est protocol level the drive supports.

5. Disk Read Cache: On (OF)

This is the read ahead cache of the hard disk. Because of performance reasons it should
always be enabled (On).

6. Disk Write Coche: On (Off)

This is the delayed write cache of the hard disk. Because of performance reasons it should
always be enabled (On], except during the installation of operating systems like Windows
95 and Windows NT.

7. Tagged Queves: On (Off)
Tagged Queues is a SCSI feature which allows the dtive to execute more than one com-
mand at a time.

If you leave this configuration form with <ESC> and you have made changes , GDTSETUP
displays a security request.
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N ISETUR -- Vercion 3,840 - der 2 1994
(C) Copyright 1997-98 ICF vortex Computersysteme GHEH

Confiuure Disk

nitialization of disk will destroy all data.; rive 2

Coatinue 7 (¥/N) )
rive A
I ) rive |
FOAL-p 2 B SEH(;HII S_IlBl?ll!FC 8682 Dpive 3
AL 104 @ SEAGATE SYIony[p¢ K B3d |

CAL- ¢ 170 Processor
Rescan for new device . ‘
e F2: Extended Information

The warning of the destruction of all data implies different evaluations, depending on the
device's current state and the options you selected:

. Tirst Lnitialization of the Device
In this case, the warning must be taken seriously. If the drive was previously connected
to a different controller (e.g NCR etc ) and still contains important data, this data will
be lost now.

2. The Device was already initialized
if only internal parameters such as Disconnect, Synchronous Ttansfer, and SCSI Opticns
have been changed, the data on the drive remains intact. Only the function state of the
device changes.

L.7.2 Format Disk

This option destroys all data on the hard disk.

All manufacturers of hard disks deliver their products already formatted and surface-tested.
For new hard disks it is neither necessary, nor advisable to perform the Format Disk.

This procedure is only indicated if you have doubts on the hard disk's condition.

The time required for the Format Disk of a hard disk depends on the hard disk itsell. it can
take quite a long time {up to days 1. Often it seems that nothing happens and that the sys-
tem hangs {no LED indication}, [f you put your ear on the hard disk you can hear the actua-
tor stepping (with some drives one step per minute or longer). Never interrupt a Format
Disk procedure. This may lead with a very high probability to a non-functioning hard disk.
Refore the actual formatting, GDTSETUP asks you whether the “Grown Defect" table of the
hard disk should be deleted. Some users believe that this makes a hard disk with a lot of
grown defects like new. This is wrong, As soon as the bad sectors are accessed again, a re-
assign will happen, generating a new grown defect.
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igi 2,040 - dpr A2 1998
CF oo Compritersystens CubH

Configure Disk
_LSCST Pavameter/Initiaiize

heck Supface
View Defects/§tatus
Beinitialize Bisk

Contin )
Drive B
‘ Drive 1
LB gEﬂ hRIE STL9174FC 8682 Drive 3

rocessor

Rescan for new device ) ‘
b F2 Extended Information

L.7.3 Check Surface

This option destroys all data on the hard disk.
This option allows the checking of the surfaces of the hard disk media. The GDT RD Series
Controller writes and reads certain data patterns and checks them for correctness.

GIISETUR -- Verst
ght 1997-9
—— Lonfigupe Disk 5
S5 Parameter/initialize
Format Disk
1eW Defects/Status
i altze Disk

Lock Dis|Performing cammand will destroy all data.| Drive 2
tnlack D Continue T (¥/N}

Drive B
Irive L
8682 Drive 3

After confirming the security request, a progress information is displayed. You can interrupt
the Check Surface option by pressing <ESC>

1Y
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SETEP -- Version 3.A4D - Apr 82 1938
ght 1997-98 ICP wortex Computersystems GmbH

Configure Disk
- 15CS1 Paraneter/lnltlallze

glﬂ]] BEEEIEBI!EI]IIIIIIIIII
e ' 17
Elapsed Tine: 00:08: 36 Estimated Time: 88:53: BO
ock ¢ Fress ESC to quit

TG R 8338 Drive B
F UIC R 8938 Drive |
EE?L—H 2 B SEAGATE SIL9LTAFC Rg 8682 Drive 3
AL-4 124 N IALH] L ; 1 L

rocessor

Rescan for new deume

© Extended Information

L.7.4 View Defects/ Status

This option allows you to check the number of media defects the selected hard disk has.

451 iy
Emdut fitte, Cap(HB) D

ilGroun  defects! 8
Pmmar# defects. 328
atus: BKBBGBBBBB 2538 Drive 8
8338 Drive 1
ggaz Drive 3

SC51 Para ter/fn'Last

Grown defects. Number of media defects that have occurred in addition to the media de-
fects the hard disk already had upon delivery.

Primary defects. Number of media defects that the hard disk already had upon delivery.
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Last status: The Last Status gives detailed information on the last failure of a hard disk.
The information is only present until the next hard reset of the system and may help for
deeper failure analysis or tracing.

The following listed messages are part of the SCS| documentation. Format: §x???770yx
(27?7 = additional device specific messages)

0x?7777000k

x???2700Th

0x?7227002h

Ox?2777003h

Ox??727004h

Ox??227005k

0x??7227006h

0x?2227007h

22727008h

NO SENSE. Indicates that there is no specific sense key infermation to
be reported for the designated logical unit. This would be the casc for
a successful command or a command that received CHECK
CONDITION or COMMAND TERMINATED status because one of the
filemark, EOM, or IL! bits is set to one.

RECOVERED ERROR. Indicates that the last command completed
successfully with some recovery action performed by the target. De-
tails may be determinable by examining the additional sense bytes
and the information field. When multiple recovered errors occur dur-
ing one command, the choice of which error to report {first, last, most
severe, etc.) is device specific.

NOT READY. Indicates that the logical unit addressed cannot be ac-
cessed. Operator intervention may be required to cotrect this condi-
tion.

MEDIUM ERROR. Indicates that the command terminated with a non
recovered error condition that was probably caused by a flaw in the
medium or an error in the recorded data. This sense key may also be
returned if the target is unable to distinguish between a flaw in the
medium and a specific hardware failure (sense key 4h).

HARDWARE ERROR. Indicates that the target detected a non-
recoverable hardware failure (for example, controller failure, device
failute, patity error, etc.) while performing the command or during a
self test.

{LLEGAL REQUEST. Indicates that there was an illegal patameter in
the command descriptor block or in the additional parameters sup-
plied as data for some commands {FORMAT UNIT, SEARCH DATA,
atc.). If the target detects an invalid parameter in the command de-
scriptor block, then it shall terminate the command without altering
the medium. If the target detects an invalid parameter in the addi-
tional parameters supplied as data, then the target may have already
altered the medium. This sense key may also indicate that an invalid
IDENTIFY message was teceived (6.6.7).

UNIT ATTENTION. Indicates that the removable medium may have
been changed or the target has been reset. See 7.9 for more detailed
information about the unit attention condition.

DATA PROTECT. Indicates that a command that reads or writes the
medium was attempted on a block that is protected from this opera-
tion. The read or write operation is not performed.

BLANK CHECK. Indicates that a write-once device or a sequential ac-
cess device encountered blank medium or format-defined end-of-data
indication while reading or a write-once device encountered a non-
blank medium while writing
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0x??227009k VENDOR-SPECIFIC. This sense key is available for reporting vendor
specific conditions.

0x?22?27008k COPY ABORTED:. Indicates a COPY, COMPARE, or COPY AND VERIFY
command was aborted due to an error condition on the source device,
the destination device, or both {See 8.2 3.2 for additional information
on this sense key. )

Ox??2727008k ABORTED COMMAND. Indicates that the target aborted the com-
mand. The initiator may be able to recover by trying the command
again,

Ox?7277700Ch EQUAL. Indicates a SEARCH DATA command has satisfied an equal
comparisan

Ox???72 700Dk VOLUME OVERFLOW. Indicates that a buffered peripheral device has

reached the end-of-partition and data may remain in the buffer that
has not been written to the medium, A RECOVER BUFFERED DATA
command(s) may be issued to read the unwritten data from the buffer

Ox???2700Ek MISCOMPARE. Indicates that the source data did not match the data
read from the medium.
Ox??27700Fh RESERVED.

L.7.5 Deinitialize Disk

This menu option allows you to de-initialize a hard disk which has previcusly been initiai-
ized for use with the iCP Controlier By doing so, the specific GDT information present on
the device is removed. Obviously, the de-initialization cannat restore data that was lost
during initialization.

L7.6 Lock / Unlock Disk

This option is only high-lighted when you have selected a removable hard disk (e g., Sy-
quest, lomega). Before you can initialize a cartridge you have to lock it. Before removing it
you have to uniock it.

L.7.7 Configuration of SAF-TE Subsystems

Before you can use the Auto Hot Plug with a SAF-TE subsystem, you first have to configure
the subsystem more precisely it's intelligence, the so-called SEP - SAF-TE Enclosure Proc-
€ss0r)

In the following list of devices, the entry "ESG-8HV..." represents the SEP of the connected
SAF-TE subsystem With the GDT65]9RD and GDT6529RD SAF-TE is only supported on the
Ultra Wide SCSI channel.
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(C) Copyright 1397-93 ICP vortex Computersysteme CmbH

8338 Drive B
§338 Drive 1
8682 Drive 3
SEAGATE ST19171FC 8338
8 FC 1/ Processor
new deu%ge

The next page shows a block diagram of a SAF-TE subsystem
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GDT SCSI
Disk Array
Controller

$CSi
Channel

Door
Lock

Status LEDs

Active 5CSI Bus
Termination
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ign 3.04D - Apr 02 1998
sortey Computersysteme CbH

1 ant l
Configure Controller
1]
1 1D LUR Uen

nila

lEU ncnsure tatus £538 Drive B

8538 Drive |
F 19171¥C 8682 Drive 3
FeAL 124 @ SEAGATE STISLTIEC Bo38
FCal-p 125 @ FC 1/0 Processor

Rescan for new device . )
IZ: Extended Informaticn

After selecting the SEP press <ENTER> . You can either configure the SAF-TE Slots (ie,
the drive bays in the subsystem), or view the enclosure’s status.

COISETUP -- Yersion 3.84D - fhpr B2 1998
bt 1997-% vartex Compitersysteme G

St 1D U lesdor : 1. Cap(NB) Drive
i ﬁé ﬁérg 3155 ;ns%affe& in t§1s sfug
3 MNp hard disk installed in this slot
% No hard disk installed in this slot

No bard disk installed in this slot
ENTER: Add/Remave disk

With the <SPACE>-bar you can assign hard disks to a SAF-TE slot. Once you have finished
the assignment press <ENTER> ta save the new configuration.
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SETUF -- Version 3.04D - Apr 92 1398
4 1997-98 ICP vortex CoMpulersysteng GuEH

} fAdya Setu
i P

Eds | Configure Controller
o Fiqure Busical Jevices
¢

!

rocessar

Slat Chn 1D LUN
IR
o hard disk 1nstailed 1o this slo
3 No hard disk installed in this slot
3 Ho hard disk installed in this slot
1 Mo hard disk installed 1n this slet
THTER: fdd/Remove Dick

In this example 1 of the 5 available slots in the subsystem is occupied with a hard disk.

The following screen shows you the enclosure's status. Features which are marked with
(Not available) are not implemented in the subsystem/SEP.

o SHF-TE Enclosure Status

oor Lock Status ..., .. tHot avaliahle
Power Supply B Status ..., (Operational and on)
power Supply | Status ..., (Mot present)
Power Su'iplg 2 Ctatus ..o, (Operational and on’
Fan B SEATHs .ovvoveonnisonn (Mt present)
closure Temperature ....o... (0K)

X
Temperature Seasor B . oo (230 /T T 1)§]
: —_— Bafvesh info
FCal-h 124 @ SEACATE ST19171EC R §538
FCAL-o 125 B FC 1/0 Processar

Fescan for new device ) .
P11 Extended Infoimation

L] .
L.8 Configure Logical Drives
Logical Drives thierarchy tevel 2) are installed in this main menu option.
Selecting Configure Logical Drives leads you to the screen shown next. As you can see, there is
already one Logical Drive in the list. The drive’s name has been assigned automatically and
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contains the channel description and the ID after the underscore {"_"). This can serve as a
reminder when you install a complex systermn with many drives (naturally you can change
the name). After having selected a Logical Drive, you can carry out various operations.

GDISETHRE -- Uersion 3.A4D - Rpr A2 1998
(C) Copyright 1997-98 [CP vartex Computsrsysteme GabH

B

dya
Configure

Configure Physical Devices
E]Jif%ﬂiElldﬁIE]ll'ﬂIIII!l!

?i

[LTS
steme CHhH

r"'—‘—l a4 ,E-If[ aETY
Configure Controller
Confi Physical Devices

10

Change Drive Name. Here you can enter a name for the selected drive.
Remove Drive. This menu opticn lets you remove a single Logical Drive from the list of

available Logical Drives. {Note: Logical Drives belonging to a RAID 0.1,4,5or 10 Host
Drive cannot be removed. To do so. the corresponding Host Drive has to be removed first.)
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Unload Drive. Unlock the media of the remaovable hard disk, which belongs to the Logical

Drive

The <F2>-key gives you a list of a!l the hard di
Logical Drive of the type Disk, it only consists

sks this Logical Drive consists of If it isa
of ene single hard disk. If a Logical Drive

consists of more hard disks, it is of the type Chain (concatenation of several hard disks).

GDTEETUER -- Yep

; i
(C) Copyright 1997-5§

3
ICF v

101
(F

dvanced Setup

Ad
Corfigure Controller

84D - Apr 02 1998
rtex CoMputersysteme GmbH

el
3
1]

Configure Ph?sica} Devices
helep
2 : A

Uz

(o

SEA

L.8.1 Installing a Logical Drive of the

Type Disk

Mark the selected hard disk with the <SPACE>-bar (pressing the «SPACE>-bar again un-
does your choice) and confirm your choice with <ENTER>,

i3

04D - fpr 82 1998

Copyright 1397-30 TCP vortex Computersycteme GmbH

- K etup
Coafigu 1ler

Configure Phusical Devices
onfigqure ogical Drives

belect

Do you want tp create a §i
(CAUTION: Al1 d

STIBIPLEC
SII9LHEC

1
i SERCATE
SEAGATE

srelect drive,

I dr
ill

from the selected disk(s) 7
ke destroyed ) (¥/N)

ragment
R Sﬁgg Fragment

RU 8
ENTER: End selection
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A security request appears. If you confirm with <¥> GDTSETUP allows you to limit the size
of the Logical Drive. This becomes interesting when you configure later on an Array Drive
with several identical Logical Drives and you want to make sure that you get appropriate
spare hard disks in the future. It would be bad luck if the new hard disk would have
8530MB, only. It simply wouldn't fit into the Array Drive. If you limit the capacity to eg.,
8500MB from the beginning, you can be sure that all future 9GB hard disk will have at least
8500MB and thus can be used as spare hard disk.

—— Holzpids i
iConfigure Controljer
figupe Ph su:aiﬂewces

—_—
L[Jriue Size (1..8318

o . '..' K 'yl ._'L'_‘-!_ Eﬂ
i SrACA 1’[?1?1 W %fﬂ'}’ragnent
B 1 SEACATE STI9171FC RU 8682 Fragment
24 8 SEAGRIE ST19171FC R 8338

CEY Select/Dezelect drjue, INIER! Fad solection

Alter pressing <ENTER:> the list appears again, but with a new entry. The <F2>-key shows
the hard disk forming the new Logical Drive.

b -} ea BRIy - ;
E"“g‘-g" ] %l}:ntr}ul{eg .
onfigure Physical Devices
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1.8.2 Installing a Logical Drive of the Type Chain

in some literature Disk Chaining is also called Disk Spanning. You can picture the function-
ing mechanism of a type Chain Logical Drive as follows: all hard disks forming the Logical

Drive are linked together one by one in the exact same order in which they have been se-

lected with the <SPACE>-bar. This concatenation can be compared with a chain. [f, for ex-
ample, the Logical Drive consists of 4 hard disks with 2000MB each, the Logical Drive will

have a capacity of 8000MB. When data is written to this Logical Drive, the first hard disk 1s
filled first, then the second, and so on.

Although it is not advisable, Logical Drives of the type Chain, can also be components of

Array Drives.

Select the hatd disks with the <SPACE>-bar and then confirm with <ENTER>.

) - fpr 82 1990
Computersysteme £

—— hvanced Setup
Configure Contreller
: gonhure Phsmal Devices

Laleg

I g a
8100 you want to create a CHAINING drive from tle selected disk(s) ?
~ (CRITION: AL data will he destrayed t) (¥/N) -

i 1D LUN Yeador  Produc
41 81 SE}{RCRTE SI1AINFG

A security request appears. If you confirm with <Y >, GDTSETUP allows you to limit the size
of the Logical Drive. This becomes interesting when you configure later on an Array Drive
with several identical Logical Drives and you want to make sure that you get appropriate
spare hard disks in the future. If you limit from the beginning the capacity to e g.. 8500MB,
you can be sure that alt future 9GB hard disk will have at least this capacity and thus can be
used as spare hard disk
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~ GDISEIUP -~ Yersion 3.04D - fpr 82 199
{C) Copypioht 1997-3% 1CP vortex Computersysteme CubH

~ Hdvanced detup
Configure Controiler

Conlfiure Phsical Devices

i Select Loyical Drive

o, Nawe Sratus ity Type  helongs 1o
DISK_BB ok

BOOT ok Drive Size (1,.17220 MB): 17228
T
| I

After pressing <ENTER> the list appears again, but with a new entzy. The <F2>-key shows
the hard disk forming the new Logical Drive.

ion 3.84D - fpr 82 1398
tox Computersystens Gub

Ho. Hame Eratus 1y apacity g belonys to
A DISK Bd ok ] Host B
pIEK 1 2

L9 Configure Array Drives

This main menu option allows you to configure Array Drives {level of hierarchy 3).
Array Drives with the following listed RAID levels can be configured within this menu.

» RAIDO pure data striping without redundancy
= RAID ! disk mirroring
L Y
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= RAID 4 data striping with dedicated parity drive
*« RAIDS data striping with striped parity
= RAID I0 RAID 0 combined with RAID 1

The ICP Controller can manage up to 35 Array Drives {with different RAID levels) simulta-

necusly. Obviously, the physically existing number of hard disks will limit the number of
parallel used Arrays.

SETLR --

Version 3,840 - Apr B2 1998
right 1997-96

s

reio
ICP vortex Computersysteme GubH

- A Setup
Configuee Cantroller
Configure Fhysical Devices

Conflaure LuE19a1 Drives

After pressing <ENTER>, GDTSETUP lists all free Logical Drives, which are free (not yet part
of Array / Host Drives).

v 304D - Apr B2 1938
Computersystene Gmbh

vance
Configure Controller
Confiyure Physical Devices

pu|1l:1ttre Luical Drives

ty
o Al

15 a5
(B 1 2008 MB Disk HRest ¢
[RW ] 208 MB Disk  Host 3
C[RM 1 2B MR Disk  Host 4
elact drive, £2: Select master, INTER: End selection
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Move the selection-bar to the second entry and select Logical Drives No_ 1, 3 and 4.

ifigure Physical Devices

I nfzgure Loglcal Drives
DI L O i B
3. Mame 5

H3 Felongs to

helangs to
Host @
Host 1
Host 2
Host 3

a felectian

The "M* means Master. For a steiping array (RAID 0, 4, 5, 10), this is the first Logical Drive in
the array. For a RAID | (mirroring) array this is the Logical Drive which contains the valid
data and which should be copied to the second Logical Drive. After pressing <ENTER>
GDTSETUP displays a list of possible RAID levels. The number of previously selected Logi-
cal Drives determines the high-lighted levels. In cur case RAID 10 is not selectable, since it
requires at least 4 Logical Drives.

—_ d i
Egnfigure Conteoller
Configure Physical Devices
Conflgure Logical Drives

ORE1GUre. rray i i

e

For this example we select RAID-5 and press <ENTER>
h
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GDTSETUP will ask you for the Stripe Size. This is the size of the stripes into which the data
is divided Valid values are 16KB, 32KB, 64KB or 128KB The default is 32KB which wc leave
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for this example and therefore press <ENTER>. (Note: 32KB stripe size is suggested be-
cause in various performance tests it has proved to be the best value.).

If necessary you can limit the Array Drive’s capacity. For this example we take the complete

capacity.
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