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Abstract—This paper presents an overview of recent progress area networks (WLAN), third-generation (3Ghetworks and
in the area of multiple-input—multiple-output (MIMO) space—time beyond.
coded wireless systems. After some background on the research MIMO systems can be defined simply. Given an arbitrary

leading to the discovery of the enormous potential of MIMO irel icati t id link f hich
wireless links, we highlight the different classes of techniques wireless communication system, we consiaer a link tor whic

and algorithms proposed which attempt to realize the various the transmitting end as well as the receiving end is equipped with
benefits of MIMO including spatial multiplexing and space—-time multiple antenna elements. Such a setup is illustrated in Fig. 1.
coding schemes. These algorithms are often derived and analyzedThe idea behind MIMO s that the signals on the transmit (TX)
under ideal independent fading conditions. We present the state gntennas at one end and the receive (RX) antennas at the other
D iy el e, T Scsurements, 14000 2 @ end are “combined insuch a way tht the qualy (biertor rate
addresses current questions regarding the integration of MiMo OF BER) or the data rate (bits/sec) of the communication for each
links in practical wireless systems and standards. MIMO user will be improved. Such an advantage can be used to
: N increase both the network’s quality of service and the operator’s
Index Terms—Beamforming, channel models, diversity, mul- o
tiple-input—-multiple-output (MIMO), Shannon capacity, smart revenues S'Qn'f'ca,‘”t'y- . . .
antennas, space-time coding, spatial multiplexing, spectrum A core idea in MIMO systems isspace-timesignal
efficiency, third-generation (3G), wireless systems. processing in which time (the natural dimension of digital com-
munication data) is complemented with the spatial dimension
inherent in the use of multiple spatially distributed antennas.
o i o _ As such MIMO systems can be viewed as an extension of the
IGITAL communication using multiple-input-multiple- so_calledsmart antennasa popular technology using antenna
output (MIMO), sometimes called a “volume-to-volume’arrays for improving wireless transmission dating back several
wireless link, has recently emerged as one of the most Sig=cades.
nificant technical breakthroughs in modern communications. A key feature of MIMO systems is the ability to turn multi-
The technology figures prominently on the list of recenpath propagation, traditionally a pitfall of wireless transmission,
technical advances with a chance of resolving the bottleneckiofo a benefit for the user. MIMO effectively takes advantage
traffic capacity in future Internet-intensive wireless network®f random fading [1]-[3] and when available, multipath delay
Perhaps even more surprising is that just a few years aftersgread [4], [5], for multiplying transfer rates. The prospect of
invention the technology seems poised to penetrate large-sdarny orders of magnitude improvement in wireless communi-
standards-driven commercial wireless products and netwofi@ion performance at no cost of extra spectrum (only hardware
such as broadband wireless access systems, wireless 1684 complexity are added) is largely responsible for the suc-
cess of MIMO as a topic for new research. This has prompted
progress in areas as diverse as channel modeling, information
theory and coding, signal processing, antenna design and mul-
, _ o tiantenna-aware cellular design, fixed or mobile.
D_“éaensléicr{'\?\}afgi"‘)’sg rtJeudnﬁ\t;?g%ﬁ;ﬁg:jADse,cﬁg:\?vif' 2002. The work ‘?fThis paper discusses the recent advances, adopting succes-
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dern, 0316 Oslo, Norway (e-mail: gesbert@ifi.uio.no). network applications. Because of the rapidly intensifying
M;‘f]'s g;‘fgr']z %Tﬁiﬁ??oﬁiy Zealand, Wellington, New Zealand (e-mailafforts in MIMO research at the time of writing, as exemplified
D. Shiu is with Qualcomm, Inc., Campbell, CA 95008 USA (e-mailPy the numerous papers submitted to this special issue of
dashiu@qualcomm.com). _ JSAC, a complete and accurate survey is not possible. Instead
e, ety ot o e e, Seon e gl paper forms a synthess of the more fundamental ideas
p.smith@elec.canterbury.ac.nz). presented over the last few years in this area, although some
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Fig. 1. Diagram of a MIMO wireless transmission system. The transmitter and receiver are equipped with multiple antenna elements. Codingy, randulatio
mapping of the signals onto the antennas may be realized jointly or separately.

The article is organized as follows. In Section Il, we attempost and space have so far been perceived as more easily af-
to develop some intuition in this domain of wireless researcfgrdable than on a small phone handset. Traditionally, the in-
we highlight the common points and key differences betweéglligence of the multiantenna system is located in the weight
MIMO and traditional smart antenna systems, assuming thelection algorithm rather than in the coding side although the
reader is somewhat familiar with the latter. We comment ondevelopment obpace—time codes (STds)transforming this
simple example MIMO transmission technique revealing théew.
unique nature of MIMO benefits. Next, we take an information Simple linear antenna array combining can offer a more re-
theoretical stand point in Section Il to justify the gains antlable communications link in the presence of adverse propa-
explore fundamental limits of transmission with MIMO links ingation conditions such as multipath fading and interference. A
various scenarios. Practical design of MIMO-enabled systekey concept in smart antennas is that of beamforming by which
involves the development of finite-complexity transmission/resne increases the average signal-to-noise ratio (SNR) through
ception signal processing algorithms such as space-tifoeusing energy into desired directions, in either transmit or re-
coding and spatial multiplexing schemes. Furthermore, changelver. Indeed, if one estimates the response of each antenna
modeling is particularly critical in the case of MIMO toelement to a given desired signal, and possibly to interference
properly assess algorithm performance because of sensitidignal(s), one can optimally combine the elements with weights
with respect to correlation and rank properties. Algorithmselected as a function of each element response. One can then
and channel modeling are addressed in Sections IV andnvaximize the average desired signal level or minimize the level
respectively. Standardization issues and radio network lewdlother components whether noise or co-channel interference.
considerations which affect the overall benefits of MIMO im- Another powerful effect of smart antennas lies in the concept
plementations are finally discussed in Section VI. Section Vif spatial diversity In the presence of random fading caused
concludes this paper. by multipath propagation, the probability of losing the signal
vanishes exponentially with the number of decorrelated antenna
elements being used. A key concept here is thatlieérsity
order which is defined by the number of decorrelated spatial

Consider the multiantenna system diagram in Fig. 1. A corbranches available at the transmitter or receiver. When com-
pressed digital source in the form of a binary data stream is fbithed together, leverages of smart antennas are shown to im-
to a simplified transmitting block encompassing the functiormove the coverage range versus quality tradeoff offered to the
of error control coding and (possibly joined with) mapping tevireless user [6].
complex modulation symbols (quaternary phase-shift keyingAs subscriber units (SU) are gradually evolving to become
(QPSK), M-QAM, etc.). The latter produces several separatephisticated wireless Internet access devices rather than just
symbol streams which range from independent to partialpocket telephones, the stringent size and complexity constraints
redundant to fully redundant. Each is then mapped onto oare becoming somewhat more relaxed. This makes multiple an-
of the multiple TX antennas. Mapping may include lineatenna elements transceivers a possibility at both sides of the link,
spatial weighting of the antenna elements or linear anteneen though pushing much of the processing and cost to the net-
space-timeprecoding After upward frequency conversion,work’s side (i.e., BTS) still makes engineering sense. Clearly,
filtering and amplification, the signals are launched into th@& a MIMO link, the benefits of conventional smart antennas are
wireless channel. At the receiver, the signals are captured feyained since the optimization of the multiantenna signals is
possibly multiple antennas and demodulation and demappiceyried out in a larger space, thus providing additional degrees
operations are performed to recover the message. The levebbfreedom. In particular, MIMO systems can provide a joint
intelligence, complexity, and priori channel knowledge usedtransmit-receive diversity gain, as well as an array gain upon
in selecting the coding and antenna mapping algorithms cesherent combining of the antenna elements (assuming prior
vary a great deal depending on the application. This determiredgmnnel estimation).
the class and performance of the multiantenna solution that idn fact, the advantages of MIMO are far more fundamental.
implemented. The underlying mathematical nature of MIMO, where data is

In the conventional smart antenna terminology, only the trarntsansmitted over anatrix rather than a vector channel, creates
mitter or the receiver is actually equipped with more than omew and enormous opportunities beyond just the added diver-
element, being typically the base station (BTS), where the exsBi#y or array gain benefits. This was shown in [2], where the

[I. PRINCIPLES OFSPACETIME (MIMO) SYSTEMS



GESBERTet al. FROM THEORY TO PRACTICE: AN OVERVIEW OF MIMO SPACE-TIME CODED WIRELESS SYSTEMS 283

Il —= . ET
B £
2 %]
3 2
/\‘ S g
3 S
=~
bl|b2|b3| bd| b5|b6}.. b2|b5| .. |—= — b2| b5 bl|b2| b3| b4|b5| b6}
: S [F
5 <
3 3
3
=
[3[os]. J——=r 03] vs].. |
C3
* * **‘{ ) "ﬁf *
Al—] - Cl——
w | s ol L
A2— B2 e C2——
- bl & |
* s | e
AZTIT ST

Fig. 2. Basic spatial multiplexing (SM) scheme with three TX and three RX antennas yielding three-fold improvement in spectral efficiency. AICBi, an
represent symbol constellations for the three inputs at the various stages of transmission and reception.

author shows how one may under certain conditions transr(see for instance [11]-[13] among others). The separation is
min(M, N) independent data streams simultaneously over thessible only if the equations are independent which can be
eigenmodesf a matrix channel created By TX andM RX an- interpreted by each antenna “seeing” a sufficiently different
tennas. A little known yet earlier version of this ground breakinchannel in which case the bit streams can be detected and
result was also released in [7] for application to broadcast digrerged together to yield the original high rate signal. Iterative
ital TV. However, to our knowledge, the first results hinting atersions of this detection algorithm can be used to enhance
the capacity gains of MIMO were published by Winters in [8]performance, as was proposed in [9] (see later in this paper for
Information theory can be used to demonstrate these gamere details or in [14] of this special issue for a comprehensive
rigorously (see Section IIl). However, intuition is perhaps bestudy).
given by a simple example of such a transmission algorithm overA strong analogy can be made with code-division
MIMO often referred to in the literature as V-BLAST9], [10] multiple-access (CDMA) transmission in which multiple
or more generically called hespatial multiplexing users sharing the same time/frequency channel are mixed upon
In Fig. 2, a high-rate bit stream (left) is decomposed inttmansmission and recovered through their unique codes. Here,
three independerit/3-rate bit sequences which are then trandtowever, the advantage of MIMO is that the unique signatures
mitted simultaneously using multiple antennas, thus consumiofjinput streams (“virtual users”) are provided by nature in a
one third of the nominal spectrum. The signals are launchelbse-to-orthogonal manner (depending however on the fading
and naturally mix together in the wireless channel as they usarelation) without frequency spreading, hence at no cost of
the same frequency spectrum. At the receiver, after haviegectrum efficiency. Another advantage of MIMO is the ability
identified the mixing channel matrix through training symbolgp jointly code and decode the multiple streams since those are
the individual bit streams are separated and estimated. Timtended to the same user. However, the isomorphism between
occurs in the same way as three unknowns are resolved fromlBMO and CDMA can extend quite far into the domain of
linear system of three equations. This assumes that each padgeiver algorithm design (see Section IV).
of transmit receive antennas yields a single scalar channeNote that, unlike in CDMA where user’'s signatures are
coefficient, hence flat fading conditions. However, extensiomgiasi-orthogonal by design, the separability of the MIMO
to frequency selective cases are indeed possible using eithehannel relies on the presence of rich multipath which is
straightforward multiple-carrier approach (e.g., in orthogonakeded to make the channel spatially selective. Therefore,
frequency division multiplexing (OFDM), the detection iSMIMO can be said to effectivelgxploitmultipath. In contrast,
performed over each flat subcarrier) or in the time domain ®pme smart antenna systems (beamforming, interference rejec-
combining the MIMO space—time detector with an equaliz¢ion-based) will perform better in line-of-sight (LOS) or close
to LOS conditions. This is especially true when the optimiza-
2Vertical-Bell Labs Layered Space—Time Architecture. tion criterion depends explicitly on angle of arrival/departure
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parameters. Alternatively, diversity-oriented smart antenmdth M RX antennas, we have a SIMO system with capacity
techniques perform well in nonline-of-sight (NLOS), but thegiven by
really try to mitigate multipath rather than exploiting it. o
In general, one will define theank of the MIMO channel _ 12

as the number of independent equations offered by the above ¢ = log, <1 + pz [l ) bls/Hz @
mentioned linear system. It is also equal to the algebraic rank of ) ) )
the M x N channel matrix. Clearly, the rank is always both les¢hereh; is the gain for RX antenna Note the crucial fea-
than the number of TX antennas and less than the numbef$ Of (2) in that increasing the value 81 only results in a
RX antennas. In turn, following the linear algebra analogy, o@darithmic increase in average capacity. Similarly, if we opt
expects that the number of independent signals that one ni@fy transmit diversity, in the common case, where the trans-
safely transmit through the MIMO system is at most equal {Bitter d_oes not have channel knowle(_jge, we have a multiple-
the rank. In the example above, the rank is assumed full (eqiffut=single-output (MISO) system with’ TX antennas and
to three) and the system showsiaminalspectrum efficiency the capacity is given by [1]
gain of three, with no coding. In an engineering sense, however,

C =log, (

=1

both the number of transmitted streams and the level of BER on
each stream determine the link’s efficiency (goodppger TX

antenna times number of antennas) rather than just the number o ' .
. . : . ere the normalization biy ensures a fixed total transmitter
of independent input streams. Since the use of coding on t\ﬁe

. . . i ...power and shows the absence of array gain in that case (com-
multiantenna signals (a.k.a. space—time coding) has a critibal Y9 (

effect on the BER behavior, it becomes an important compom§r"1atre(j to the case in (2), where the channel energy can be com-

of MIMO design. How coding and multiplexing can be trade |neq cohgrer!tly). Again, note thqt capacity has a.Ioga_nthmlc

) . o . ellatlonsh|p withN. Now, we consider the use of diversity at

off for each other is a key issue and is discussed in more de{g;u . . A

in Section V. oth transmitter and receiver giving rise to a MIMO system. For
' N TX and M RX antennas, we have the now famous capacity

equation [1], [3], [21]

N
4 2
1+ N Z |hil ) b/s/Hz 3)

i=1

1. MIMO | NFORMATION THEORY

In Sections | and Il, we stated that MIMO systems can Crp = log, [det (IM + %HH*)} b/s/Hz (4)
offer substantial improvements over conventional smart an- ] ]
tenna systems in either quality-of-service (QoS) or transféfhere &) means transpose-conjugate aHdis the M x N
rate in particular through the principles of spatial multiplexinghannel matrix. Note that both (3) and (4) are based\on
and diversity. In this section, we explore the absolute gaif§ua@l power (EP) uncorrelated sources, hence, the subscript
offered by MIMO in terms of capacity bounds. We summariz& (4). Foschini [1] and Telatar [3] both demonstrated that
these results in selected key system scenarios. We begin Wit capacity in (4) grows linearly withn = min(M, N)
fundamental results which compare single-inputsingle-outdg@her than logarithmically [as in (3)[. This result can be
(SISO), single-input-multiple-output (SIMO), and MIMO caJntuited as follows: the determinant operator yields a product
pacities, then we move on to more general cases that t@fanin(}M, N) nonzero eigenvalues of its (channel-dependent)
possible a priori channel knowledge into account. Finally, waatrix argument, each eigenvalue characterizing the SNR over
investigate useful limiting results in terms of the number ¢t So-called channel eigenmode. An eigenmode corresponds to
antennas or SNR. We bring the reader’s attention on the f4gg transmission using a pair of right and left singular vectors
that we focus here on single user forms of capacity. A mofd the channel matrix as transmit antenna and receive antenna
general multiuser case is considered in [15]. Cellular MIM@e€ights, respectivelly. Thanks to the properties oflth; the
capacity performance has been looked at elsewhere, taking if¥§"all capacity is the sum of capacities of each of these modes,
account the effects of interference from either an informatidince the effect of capacity multiplication. Note that the linear
theory point of view [16], [17] or a signal processing and@rowth predicted by the theory coincides with the transmission
system efficiency point of view [18], [19] to cite just a fewexample of Section Il. Clearly, this growth is dependent on

example of contributions, and is not treated here. properties of the eigenvalues. If they decayed away rapidly then
linear growth would not occur. However (for simple channels),
A. Fundamental Results the eigenvalues have a known limiting distribution [22] and

ntend to be spaced out along the range of this distribution.
Hence, it is unlikely that most eigenvalues are very small and
the linear growth is indeed achieved.
C = logy(1 + p|h|?) bls/Hz (1)  With the capacity defined by (4) as a random variable, the

) . ] ] ) issue arises as to how best to characterize it. Two simple sum-
where h is the normalized complex gain of a fixed wirelesgnaries are commonly used: the mean (or ergodic) capacity [3],
channel or that of a particular realization of a random chann?i.l]’ [23] and capacity outage [1], [24]-[26]. Capacity outage
In (1) and subsequently,is the SNR at any RX antenna. As Weyeasures (usually based on simulation) are often dert@fgd
deploy more RX antennas the statistics of capacity improve agdcy ., . i.e., those capacity values supported 90% or 99% of

*The goodput can be defined as the error-free fraction of the conventiotdf time, and indicate the system reliability. A full description
physical layer throughput. of the capacity would require the probability density function

For a memoryless & 1 (SISO) system the capacity is give
by
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or equivalent. Some results are available here [27] but they avheretr(Q) < p holds to provide a global power constraint.
limited. Note that for equal power uncorrelated sour@es= (p/N)Iyx
Some caution is necessary in interpreting the above eqaad (6) collapses to (4). This is optimal whEhis unknown at
tions. Capacity, as discussed here and in most MIMO wotke transmitter and the input distribution maximizing the mutual
[1], [3], is based on a “quasi-static” analysis where the chanriaformation is the Gaussian distribution [3], [21]. With channel
varies randomly from burst to burst. Within a burst the channfdedbackHd may be known at the transmitter and the optiQal
is assumed fixed and it is also assumed that sufficient bits aeaot proportional to the identity matrix but is constructed from
transmitted for the standard infinite time horizon of informatioa waterfilling argument as discussed later.
theory to be meaningful. A second note is that our discussionThe form of equation (6) gives rise to two practical questions
will concentrate on single user MIMO systems but many resul$ key importance. First, what is the effect@f? If we compare
also apply to multiuser systems with receive diversity. Finallyhe capacity achieved B = (p/N)Ix (equal power transmis-
the linear capacity growth is only valid under certain channslon or no feedback) and the optin@lbased on perfect channel
conditions. It was originally derived for the independent anelstimation and feedback, then we can evaluate a maximum ca-
identically distributed (i.i.d.) flat Rayleigh fading channel angbacity gain due to feedback. The second question concerns the
does not hold true for all cases. For example, if large numbesfect of theH matrix. For the i.i.d. Rayleigh fading case we
of antennas are packed into small volumes, then the gaifis inhave the impressive linear capacity growth discussed above. For
may become highly correlated and the linear relationship walwider range of channel models including, for example, corre-
plateau out due to the effects of antenna correlation [28]-[30ted fading and specular components, we must ask whether this
In contrast, other propagation effects not captured in (4) maghavior still holds. Below we report a variety of work on the
serve to reinforce the capacity gains of MIMO such as multeffects of feedback and different channel models.
path delay spread. This was shown in particular in the case wheit is important to note that (4) can be rewritten as [3]
the transmit channel is known [4] but also in the case when it is .
unknown [5]. _ Py
More generally, the effect of the channel model is critical. Cer = Zl log, (1 + N)\") bls/Hz )
Environments can easily be chosen which give channels where .
the MIMO capacities do not increase linearly with the numbewgherel, Az, ..., A, are the nonzero eigenvalues\, m =
of antennas. However, most measurements and models availabie( )M, N), and
to date do give rise to channel capacities which are of the same
order of magnitude as the promised theory (see Section V). Also
the linear growth is usually a reasonable model for moderate
numbers of antennas which are not extremely close-packed.

:{HH M<N -

H*H N<M.

This formulation can be easily obtained from the direct use
of eigenvalue properties. Alternatively, we can decompose the
MIMO channel into m equivalent parallel SISO channels by

1) Background: Since feedback is an important componergerforming a singular value decomposition (SVD)Hf [3],
of wireless design (although not a necessary one), itis usefu[2d]. Let the SVD be given byH = UDV*, thenU and
generalize the capacity discussion to cases that can encompasgre unitary andD is diagonal with entries specified by
transmitters having some a priori knowledge of channel. Tothis = diag(v/ 1, V2, ..., VAm, 0, ..., 0). Hence (5) can
end, we now define some central concepts, beginning with tbe rewritten as
MIMO signal model

B. Information Theoretic MIMO Capacity

r=Ds+n 9)
r=Hs+n. (5)
wherer = U*r, § = V*s andn = U*n. Equation (9) repre-

In (5), r istheM x 1 received signal vectos,is the N x 1  sents the system as m equivalent parallel SISO eigen-channels
transmitted signal vector antlis anM x 1 vector of additive with signal powers given by the eigenvalues As, ..., Apn,.
noise terms, assumed i.i.d. complex Gaussian with each elemerntence, the capacity can be rewritten in terms of the eigen-
having a variance equal & . For convenience we normalize thevalues of the sample covariance maWi. In the i.i.d. Rayleigh
noise power so that> = 1 in the remainder of this section. Notefading caseW is also called a Wishart matrix. Wishart matrices
that the system equation represents a single MIMO user cohave been studied since the 1920s and a considerable amount is
municating over a fading channel with additive white Gaussid&mown about them. For gener&/ matrices a wide range of
noise (AWGN). The only interference presentsif-interfer- limiting results are known [22], [31]-[34] a&/ or N or both
encebetween the input streams to the MIMO system. Some aend to infinity. In the particular case of Wishart matrices, many
thors have considered more general systems but most inforrasact results are also available [31], [35]. There is not a great
tion theoretic results can be discussed in this simple context,dgal of information about intermediate results (neither limiting

we use (5) as the basic system equation. nor Wishart), but we are helped by the remarkable accuracy of
Let Q denote the covariance matrix fthen the capacity of some asymptotic results even for small valuedhfN [36].
the system described by (5) is given by [3], [21] We now give a brief overview of exact capacity results,

broken down into the two main scenarios, where the channel is
C =log, [det (I + HQH™)] b/s/Hz (6) either known or unknown at the transmitter. We focus on the
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two key questions posed above; what is the effect of feedba
and what is the impact of the channel? — SNR=3dB
2) Channel Known at the Transmitter (Waterfillingywhen . SNR=18dB
the channelis known at the transmitter (and at the receiver),th  © ]|
H is known in (6) and we optimize the capacity o@subject
to the power constraint-(Q) < p. Fortunately, the optimal)
in this case is well known [3], [4], [21], [26], [37]-[39] and is
called a waterfilling (WF) solution. There is a simple algorithr g -
to find the solution [3], [21], [26], [37], [39] and the resulting
capacity is given by

K=10dB

Cwr = Z log, (1)) ™  bls/Hz (10)

i=1

30

wherey is chosen to satisfy

/’/ll o

rayleigh

p=> (n=\"H* (11)

=1

20

m

Relative capacity gains due to feedback (%)

and “+” denotes taking only those terms which are positive

Sincey is a complicated nonlinear function &f, Ao, ..., An,

the distribution ofCwr appears intractable, even in the Wishar o |

case when the joint distribution of;, Ao, ..., A,, IS known.

Nevertheless}wr can be simulated using (10) and (11) for any [T - K=10dB
given W so that the optimal capacity can be computed numet e K=2dB

cally for any channel.

The effect onCywy of various channel conditions has beer <
studied to a certain extent. For example in Ricean channels ' T ‘ ‘ T '
creasing the LOS strength at fixed SNR reduces capacity [2:
[40]. This can be explained in terms of the channel matrix rarin Number of Antennas (=1
[25] or via various eigenvalue properties. The issue of Correlatgﬂ. 3. Shows the percentage relative gains in capacity due to feedback at
fading is of considerable importance for implementations whev&ious SNR values, channel model$ {s the Ricean factor), and array sizes.
the antennas are required to be closely spaced (see Section VI).

Here, certain correlation patterns are being standardized as suitj) Channel Unknown at the TransmitteHere, the capacity

ia:}b{zé]est cases [41]. A wide range of results in this area is glvgngiven byCrp in (4). This was derived by Foschini [1] and

Telatar [3], [21] from two viewpoints. Telatar [3], [21] started

In terms of the impact of feedback (channel information be\ngom (6) and showed tha® — (p/N)Iy is optimal for ii.d.

supplied to the transmitter), it is interesting to note that the 3 . o . ;
gains over EP are significant at low SNR but converge to zero agylelgh fading. Foschini derived (4) starting from an equal

the SNR increases [39], [40], [42]. The gains provided by wower assumption. The variablégp, is considerably more
. amenable to analysis th@hyr. For example, the mean capacity
appear to be due to the correlation&mather than any unequal . . . . . s .
ower allocation along the diagonal @. This was shown in is derived in [3], [21] and the variance in [36] for i.i.d. Rayleigh
P along 9 ' fading, as well as [43]. In addition, the full moment generating
[40], where the gains due to unequal power uncorrelated sourges . X S
were shown to be small compared to waterfilling. Over a wi gncnon (MGF) forCep is given in [27] although this is rather
P g . complicated being in determinant form. Similar results include
range of antenna numbers and channel models the gains du(lelh?
feedback are usually less than 30% for SNR above 10 dB. Fr n]:é)r more complex channels, results are rapidly becoming
. 0 ,
zero to 10 dB the gains are usually Ie§s thar_1 60%. For SI\AI\Q/ ilable. Again, capacity is reduced in Ricean channels as the
values below 0 dB, large gains are possible, with values aroun(f‘t. LOS st thi 251 1371 The i t of cor-
200% being reported at10 dB. These results are available i S auve LS strengih ncreases [25], _[ 1. The impact of cor
i i . X relation is important and various physical models and measure-
the literature, see for example [39], but some simulations aré

also given in Fig. 3 for completeness. The fact that feedba ents of correlations have been used to assess its impact [26],

gain reduces at higher SNR levels can be intuitively explaing 1-{47]. For examp.IeCEp IS S.hOV.V” o plateau out as the .
by the following fact. Knowledge of the transmit channel rnainlnumber of antennas increases in either sparse scattering envi-
) Yonments [48] or dense/compact MIMO arrays [29], [30].

provides transmit array gain. In contrast, gains such as diversﬁ’y
gain and multiplexing gain do not require this knowledge as
these gains can be captured by “blind” transmit schemes sucttas
STCs and V-BLAST (see later). Since the relative importance The exact results of Section IlI-B above are virtually all de-
of transmit array gain in boosting average SNR decreases in gfmndent on the i.i.d. Rayleigh fading (Wishart) case. For other
high SNR region, the benefit of feedback also reduces. scenarios exact results are few and far between. Hence, it is

rayleigh

Limiting Capacity Results
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useful to pursue limiting results not only to cover a broadés shown that at high SNR;gp, andCywr are equivalent. For
range of cases but also to give simpler and more intuitive rerbitrary values of\/, N high SNR approximations are given
sults and to study the potential of very large scale systemis[27] for the mean, variance, and MGF 6f:p.

The surprising thing about limiting capacity results is their ac-

curacy. Many authors have considered the limiting case where [V. TRANSMISSIONOVER MIMO SYSTEMS

M, N — coandM/N — c for some constant. This repre- Although the information theoretic analysis can be boot-
sents the useful case where the number of antennas grow R

) N L apped to motivate receiver architectures (as was done, e.g.,
portionally at both TX and RX. Limiting results in this sense we [1], [2]), it usually carries a pitfall in that it does not reflect

denot_e as hoI.dlng for “.Iarge systems.” In particular, it covers trfﬁe performance achieved by actual transmission systems, since
most interesting special case whére = N a_nd_ _bOth become it only provides an upper bound realized by algorithms/codes
large. Itturns (_)utthat results based on this limiting approach g[&.. 1,5 indless complexity or latency. The development of
useful approximations even down 3d = 2! [36], [40], [4_9]’ algorithms with a reasonable BER performance/complexity
[50]. We outline this work below, as well as results which arg, o omise is required to realize the MIMO gains in practice.
asymptotic in SNR rather than system size. Here, we summarize different MIMO transmission schemes,

1) Channel Known at the Transmitternalytical results g the intuition behind them, and compare their performance.
are scarce here but a nice analysis in [39] and [42] shows that

Cwr/M converges to a constantyr, for “large systems” in A. General Principles

.bOth l.i.d. and _correlated fadmg conditions. The“valuququ » Current transmission schemes over MIMO channels typically
is given by an integral equation. The rest of our “large syster?

. . . : .~ fallinto two categories: data rate maximization or diversity max-
knowledge is mainly based on simulations. For example, linear._ .

: ) S : imization schemes, although there has been some effort toward
growth of Cwr is shown for Ricean fading in [40] as is the

. L - ; unification recently. The first kind focuses on improving the av-
accuracy of Gaussian approximationst@r in both Rayleigh : . ; .
and Ricean cases erage capacity behavior. For example, in the example shown in

. B , . Fig. 2, the objective is just to perform spatial multiplexing as
In terms of S_NR asymptotics for "large systems,” [39] 9V€He send as many independent signals as we have antennas for a
both low and high SNR results.

. o specific error rate (or a specific outage capacity [2]).
2) Channel U”"T‘OWF‘ at 'ghe Transmlttehrl this S|tuat|on,” More generally, however, the individual streams should be
we have the capacity given in (4) &&p. For “large systems

g the Wishart the limiti i encoded jointly in order to protect transmission against errors
(assuming the Wishart case) the limiting mean capacity WR3used by channel fading and noise plus interference. This
shown to be of the formd/ ugp [3] whereugp depends o/,

. leads to a second kind of approach in which one tries also to
N only through the ratia: = M/N. A closed form expres- minimize the outage probability, or equivalently maximize the

sion for Cgp was given in [23] and the accuracy of this res“'&utage capacity.

was demonstratec_i in [36] and [40]. The limiting Varance IS a njote that if the level of redundancy is increased between the
constant [27], again dependentorather thamV/ and N indi- 1y antennas through joint coding, the amount of independence
vidually. Convergence rates to this constant are indicated in P@tween the signals decreases. Ultimately, it is possible to code
[40]. In fact, for a more general class of fading channels similﬁge signals so that the effective data rate is back to that of a
results hold and a central limit theorem can be stated [33], [3§]”|gle antenna system. Effectively, each TX antenna then sees a

as below differently encoded, fully redundant version of the same signal.
In this case, the multiple antennas are only used as a source of

) VA (12) spatial diversity and not to increase data rate, or at least notin a
direct manner.

The set of schemes aimed at realizing joint encoding of mul-
whereM /N — casM, N — oo andZ ~ N(0, 1) is a stan- tiple TX antennas are called STCs. In these schemes, a number
dard Gaussian random variable. See [33] and [34] for exact @#-code symbols equal to the number of TX antennas are gen-
tails of the conditions required for (12) to hold. Hence, for therated and transmitted simultaneously, one symbol from each
Wishart case Gaussian approximations might be considerechii@enna. These symbols are generated byspiaee—time en-
Cep using the exact mean and variance [3], [21], [36] or limeodersuch that by using the appropriate signal processing and
iting values [23], [27]. These have been shown to be surprisinglgcoding procedure at the receiver, the diversity gain and/or the
accurate, even down ' = 2 [36], [40], not only for Rayleigh coding gain is maximized. Fig. 4 shows a simple block diagram
channels, but for Ricean channels as well. More general resis STC.
which also cater for correlated fading can be found in [27], [39], The first attempt to develop STC was presented in [51] and
and [42]. In [39] and [42], it is shown th&irp /M converges was inspired by the delay diversity scheme of Wittneben [52].
to a constantugp, for “large systems” in both i.i.d. and corre-However, the key development of the STC concept was origi-
lated fading. The value gigp is obtained and it is shown thatnally revealed in [53] in the form of trellis codes, which required
correlation always reducessp. In [27], a powerful technique a multidimensional (vector) Viterbi algorithm at the receiver for
is used to derive limiting results for the mean and variance decoding. These codes were shown to provide a diversity ben-
both i.i.d. and correlated fading. efit equal to the number of TX antennas in addition to a coding

Moving onto results which are asymptotic in SNR, [39] givegain that depends on the complexity of the code (i.e., number
both low and high SNR capacity results for “large systems.” if states in the trellis) without any loss in bandwidth efficiency.

I Cep — E(Cgp)
1m B e—
M, N—oo Var(Cgp)
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Fig. 4. Space-time coding.
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Then, the popularity of STC really took off with the discovery ' ~
of the so-called space—time block codes (STBCs). This is di o e
to the fact that because of their construction, STBC can be cI#put: 0 1 57 6 4

: : . . . ; Tx 1: 005136 4e o0
coded using simple linear processing at the receiver [in contre,, . 5 01576 4 \ /
to the vector Viterbi required for ST trellis codes (STTC)]. Al- 5, o
though STBC codes give the same diversity gain as the ST ) '
for the same number of TX antennas, they provide zero or mi
imal coding gain. Below, we will briefly summarize the basic®
concepts of STC and then extensions to the case of multiple F1
antennas (MIMO case). As the reader will note, emphasis with2
space—time coding is placed on block approaches, which se;
to currently dominate the literature rather than on trellis-base
approaches. A more detailed summary of Sections IV-B ar
IV-C can be found in [54]. 5

~e

6
00,01,02,03,04,05,06,07
50,51,52,53,54,55,56,57
20,21,22,23,24,25,26,27
70,71,72,73,74,75,76,77
40,41,42,43,44,45,46,47
10,11,12,13,14,15,16,17

6 60,61,62,63,64,65,66,67
B. Maximizing Diversity With STTC 7 30,31, 32,33,34,35 36,37
For every input symbao¥;, a space—time encoder generate _ '
N code symbo|$¢ll7 cl2, ---, CIN - TheseN code symb0|s are 8-PSK 8-State Space—Tlme Code with 2 Tx Antennas

transmitted simultaneously from thé transmit antennas. We
define the code vector as = [ci1 ¢ - - - cin]? . Suppose that
the code vectoisequence

Fig. 5. The 8-PSK 8-state STC with two TX antennas.

diversity gain ofr M. Sincer < N, the overall diversity order is
C={ci,cz,...,cp} always less or equal o/ N . Itis clear that in designinga STTC,
2 rank of the error matrix should be maximized (thereby
aximizing the diversity gain) and at the same tigneshould
also be maximized, thereby maximizing the coding gain.
As an example for STTCs, we provide an 8-PSK eight-state
C=1{&,é&, ..., e} STC designed for two TX antennas. Fig. 5 provides a labeling of
the 8-PSK constellation and the trellis description for this code.

Consider a frame or block of data of lengthand define the Each row in the matrix shown in Fig. 5 represents the edge labels

was transmitted. We consider the probability that the deco&g
decides erroneously in favor of the legitimate code vect
sequence

N x N error matrixA as for transitions from the corresponding state. The edge lalsel
L indicates that symba}, is transmitted over the first antenna and
A(C, C) = Z (c1 —&)(c; — &))" (13) thatsymbok, is transmitted over the second antenna. The input
=1 bit stream to the ST encoder is divided into groups of 3 bits and
If ideal channel state information (CSH(/), [ = 1, ..., L each group is mapped into one of eight constellation points. This

that tﬁgde has a bandwidth efficiency of 3 bits per channel use.
Fig. 6 shows the performance of 4-PSK STTCs for two TX
and one RX antennas with different number of states.
Since the original STTC were introduced by Tarakhal. in
. r M ,, [53], there has been extensive research aiming at improving the
P(C—-C)< (H @) - (E./4N,)™™  (14) performance of the original STTC designs. These original STTC
=1 designs were hand crafted (according to the proposed design cri-
whereFE;, is the symbol energy anil,, is the noise spectral den-teria) and, therefore, are not optimum designs. In recent years, a
sity, r is the rank of the error matriA andg;, i = 1, ..., r are large number of research proposals have been published which
the nonzero eigenvalues of the error matkixXWe can easily see propose new code constructions or perform systematic searches
that the probability of error bound in (14) is similar to the probfor different convolutional STTC or some variant of the orig-
ability of error bound for trellis coded modulation for fadingnal design criteria proposed by Tarokhal. Examples of such
channels. The term, = []._, §; represents the coding gainwork can be found in [55]-[60] (these are mentioned only as
achieved by the STC and the teifi, /4N,) ="M represents a an example, there are many other published results that address

is available at the receiver, then it is possible to show
probability of transmittingC and deciding in favor o€ is upper
bounded for a Rayleigh fading channel by [20]
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wheren; andn, represent the AWGN and are modeled as
i.i.d. complex Gaussian random variables with zero mean and
power spectral densityV,/2 per dimension. We define the
received signal vectar = [r; 73], the code symbol vector
£ 107 c = [e1 2], and the noise vectai = [n; n3]T. Equations
‘Fé (15) and (16) can be rewritten in a matrix form as
E r=H:c+n (17)
[
w10 e e Yy  where the channel matrid is defined as
—{— 186-State Code
—>— 32-State Code 1 hl hg
—— 64-State Code ] H = |: :| (]_8)
hy  —hy
102 : ' ; : ; H is now only a virtual MIMO matrix with space (columns)

10 12 14 16 18 20

SNR (dB) per Receive Antenna and time (rows) dimensions, not to be confused with the purely

spatial MIMO channel matrix defined in previous sections. The
Fig. 6. Performance of 4-PSK STTCs with two TX and one RX antennas. vectorn is a complex Gaussian random vector with zero mean

and covariancéV, - I,. Let us defineC as the set of all possible
the same issue, too numerous to list here). These new code @rbol pairs = {c;, co}. Assuming that all symbol pairs are
structions provide an improved coding advantage over the orguiprobable, and since the noise veaias assumed to be a
inal scheme by Tarokét al, however, only marginal gains weremultivariate AWGN, we can easily see that the optimum ML
obtained in most cases. decoder is

C. Maximizing Diversity With STBCs ¢ = arg Iéréi(rjl lr —H-¢|% (19)

When the number of antennas is fixed, the decoding com-

plexity of space—time trellis coding (measured by the numberghe_ ML decoding rule in (19) can be further simplified by re-
Aing that the channel matrid is always orthogonal regard-

trellis states atthe decoder) increases exponentially as a func o )

of the diversity level and transmission rate [53]. In addressi %ss of tf;e char12nel coe_ff|C|ents. Hep_ﬂ,H_ =@ Ig~where
the issue of decoding complexity, Alamouti [61] discovered @ = |711” + |hz|*. Consider the modified signal vectogiven
remarkable space—time block coding scheme for transmiss
with two antennas. This scheme supports maximum-likelihood
(ML) detection based only on linear processing at the receiver.
The very simple structure and linear processing of the Alafyheren = H* - n. In this case, the decoding rule becomes

outi construction makes it a very attractive scheme that is cur-

rently part of both the W-CDMA and CDMA-2000 standards. ¢ = argmin ||F — a- ¢ (21)

This scheme was later generalized in [62] to an arbitrary number 6eC

of antennas. Here, we will briefly review the basics of STBCs. SinceH is orthogonal, we can easily verify that the noise
Fig. 7 shows the baseband representation for Alamouti STB€ctorn will have a zero mean and covarianed/, - I, i.e.,

with two antennas at the transmitter. The input symbols to thlee elements ofi are i.i.d. Hence, it follows immediately that
space-time block encoder are divided into groups of two syty using this simple linear combining, the decoding rule in (21)
bols each. At a given symbol period, the two symbols in eachduces to two separate, and much simpler decoding rules for
group{ci, c2} are transmitted simultaneously from the two anandc;, as established in [61]. In fact, for the abave 1 STBC,
tennas. The signal transmitted from antenna %jisand the only two complex multiplications and one complex addition per
signal transmitted from antenna 2ds In the next symbol pe- symbol are required for decoding. Also, assuming that we are
riod, the signal-c; is transmitted from antenna 1 and the signalsing a signaling constellation wittt constellation points, this

c} is transmitted from antenna 2. L&t and o be the chan- linear combining reduces the number of decoding metrics that
nels from the first and second TX antennas to the RX antenfas to be computed for ML decoding fra#’ to 2 x 2°. It is
respectively. The major assumption here is thatndh, are also straightforward to verify that the SNR farandc, will be
scalar and constant over two consecutive symbol periods, that

. - Es

IS SNR= N

hi(2nT) = hi((2n + 1)T),  i=1,2. and, hence, a two branch diversity performance (i.e., a diversity

. . . ain of order two) is obtained at the receiver.
We assume a receiver with a single RX antenna. we also des S : .
. ) . . MIMO Extensions:Initially developed to provide transmit
note the received signal over two consecutive symbol periodsas .~ . )
. . iversity in the MISO case, STCs are readily extended to the
r, andrs. The received signals can be expressed as

MIMO case. When the receiver usd$ RX antennas, the re-
r1 = hici + haco + nq (15) ceived signal vectory, at RX antennan is

=13

=H*r=a-c+n (20)

(22)

T9 = —hlc; + hQCT + no (16) rm = Hm cC+n,, (23)
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Fig. 7. Transmitter diversity with space—time block coding.
H, soft decision for ¢, the original Alamouti scheme. Once tlggpandedspace—time
l l signal constellation is formed, the design of a good space—time
Y ML Decision . TCM code based on this signal set is pretty much analogous to

e |—— classic TCM code design. In other words, classic set partitioning
techniques are used to partition signals within each block code
subset. Thus, a combined STBC-TCM construct is generated
and guaranteed to achieve full diversity by using a simple design
rule thatrestricts the transition branches leaving from or arriving

L Linear Combiner

— izt |—— to each state to be labeled by codewords from the same block
L5 h S| @ code subset. This rule is the same as the original design rule
I T of STTC proposed by Tarokét al. in [53]. A similar scheme
H, soft decision for c, was later presented in [66]. The extension of the above STBC
to more than two TX antennas was studied in [62] and [67]—[69].
Fig. 8. Receiver for space—time block coding. There, a general technique for constructing STBCsYor 2

that provide the maximum diversity promised by the number
wheren,, is the noise vector at the two time instants &g is of TX and RX antennas was developed. These codes retain the
the channel matrix from the two TX antennas tohth receive Simple ML decoding algorithm based on only linear processing
antenna. In this case, the optimum ML decoding rule is atthe receiver [61]. It was also shown that for real signal constel-
lations, i.e., PAM constellation, STBCs with transmission rate
1 can be constructed [62]. However, for general complex con-
stellations like M-QAM or M-PSK, itis not knownwhether a
) . STBC with transmission rate 1 and simple linear processing that
As before, in the case o/ RX antennas, the decoding ruley| give the maximum diversity gain with > 2 TX antennas
can be further simplified by premultiplying the received signg|pes exist or notMoreover, it was also shown that such a code
vectorr,, by Hy, . In this case, the diversity order provided byyhere the number of TX antennasequals the number of both
this scheme ig/. Fig. 8 shows a simplified block diagram forine number of information symbols transmitted and the number
the receiver with two RX antennas. Note that the decision ryg time slots needed to transmit the code blodes not exist
in (21) and (24) amounts to performing a hard decisiorronyowever, for ratesc1, such codes can be found. For example,

andry, =, Hj, ry,, respectively. Therefore, as shown irthssuming that the transmitter unit uses four TX antennas, a rate
Fig. 8, the received vector after linear combinitg;, can be 4/g (j.e., it is a rate 1/2) STBC is given by

considered as a soft decision farandc,. Hence, in the case
the ST_BC is concatgnated with an outer conv_ennonal channel ¢ —cy —c3 —cy & —cb —c *
code, like a convolutional code, these soft decisions can be fed

M
¢ = argmin Z It — H,, - ¢|* (24)
ceC oo

to the outer channel decoder to yield a better performance. Notgy — | 2 1 @ =@ ©2 a4 =G
also that for the above & 2 STBC, the transmission rate is 3 —cg 1 cg ¢y —c¢ ¢
one while achieving the maximum diversity gain possible with 4 s —co o ¢ & —¢ o
two TX and two RX antennas (fourth order). However, concate- (25)

nating a STBC with an outer conventional channel code (e.tnthis case, attime= 1, ¢y, co, c3, ¢4 are transmitted from an-

a convolutional or trellis coded modulation (TCM) code) wiltenna 1 through 4, respectively. Attime- 2, —co, ¢1, —cq4, c3

incur a rate loss. A very clever method to concatenate STBie transmitted from antenna 1 through 4, respectively, and so
based on the Alamouti scheme with an outer TCM or convon. For this example, rewriting the received signal in a way anal-
lutional code was originally presented in [63]-[65]. In this apegousto (17) (where = [cy, ..., c4]) willyield a 8 x 4 virtual
proach, the cardinality of the inner STBC is enlarged to forfIMO matrix H that is orthogonal i.e., the decoding is linear,
an expanded orthogonal space—time signal set or constellatand H*H = a4 - I, whereay = 2 - Zle |h;|? (fourth-order
This set is obtained by applying a unitary transformation tiversity). This scheme provides a 3-dB power gain that comes
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from the intuitive fact that eight time slots are used to transntitowever, when used over frequency selective channels a
four information symbols. The power gain compensates for tkbannel equalizer has to be used at the receiver along with the
rate loss. space-time decoder. Using classical equalization methods with
As an alternative to the schemes above sacrificing code rafgmce—time coded signals is a difficult problem. For example,
for orthogonality, it is possible to sacrifice orthogonality in afior STTC designed for two TX antennas and a receiver with one
effort to maintain full rate one codes fof > 2. Quasi-orthog- RX antenna, we need to design an equalizer that will equalize
onal STBC were investigated for instance in [70] in which wavo independent channels (one for each TX antenna) from
can preserve the full diversity and full rate at the cost of a smalhe receive signal. For the case of the STBC, the nonlinear
loss in BER performance and some extra decoding complex@pd noncausal nature of the code makes the use of classical
relative to truly orthogonal schemes. equalization methods [such as the minimum mean square error
RX Channel Knowledge (or Lack ofJfhe decoding of ST (MMSE) linear equalizer, decision feedback equalizer (DFE),
block codes above requires knowledge of the channel at #ed maximum-likelihood sequence estimation (MLSE)] a
receiver. The channel state information can be obtained at gllenging problem.
receiver by sending training or pilot symbols or sequences tolnitial attempts to address the problem for STTC made use of
estimate the channel from each of the TX antennas to the Ydatever structure was available in the space—time coded signal
ceive antenna [71]-[78]. For one TX antenna, there exist diffdB5]-[87], where the structure of the code was used to convert
ential detection schemes, such as differential phase-shift keyth§ Problem into one that can be solved using known equaliza-
(DPSK), that neither require the knowledge of the channel n®n schemes. For the STBC, the equalization problem was ad-
employ pilot or training symbol transmission. These differerflressed by modifying the original Alamouti scheme in such a
tial decoding schemes are used, for example, in the 1S-54 c¥RY that the use over frequency selective channels, and hence
lular standard £ /4-DPSK). This motivates the generalizatiorih® equalization, is a much easier task. For example, in [88],
of differential detection schemes for the case of multiple TX a2 TBC was used in conjunction with OFDM. OFDM is used to
tennas. A partial solution to this problem was proposed in [79anert the frequency selective channel into a set of _mdepen-
for the 2x 2 code, where it was assumed that the channel is ,ﬂﬁnt parallel frequency-flat subchannels. The Alamouti scheme

known at the receiver. In this scheme, the detected pair of syffi{hen applied to two consecutive subcarriers (or two consecu-
bols at timef — 1 are used to estimate the channel at the receiVidf¢ O©FDM block). Note that more general code designs can be

and these channel estimates are used for detecting the pai‘r'?ﬁd [89]. ) . .

symbols at timet. However, the scheme in requires the trans- I [90], the Alamouti scheme is imposed on a block basis (not
mission of known pilot symbols at the beginning and, henc@" symbol basis as in the orllglnal schem.e) and cyclic prefixes
are not fully differential. The scheme in [79] can be thougt® @dded to each block. Using fast Fourier transform (FFT), a
as a joint data channel estimation approach which can lead™ quency-domain single carrier is used to equalize the channel.

error propagation. In [80], a true differential detection scherﬁr 1S IS similar to OFDM excgpt that it is a smgle carrier trans-_
for the 2 x 2 code was constructed. This scheme shares m sion system and the decisions are done in the time domain.

of the desirable properties of DPSK: it can be demodulated wit .:,]imilar. a_pproacr:j Wailprcr(pgsgd jn t[r?llt" thre thg Ala(;'nouti d
or without CSI at the receiver, achieve full diversity gain jipCeMe IS IMposed on block basis In the ime domain and guar

both cases, and there exists a simple noncoherent receiver s are added. The equalization is achieved by a clever combi-

o . ation of time domain filtering, conjugation, time reversal, and
performs within 3 dB of the coherent receiver. However, thi@ SISO MLSE equalizer. This scheme is similar to that in [90]

scheme has some limitations. First, the encoding scheme ax A . . .
ds the signal constellation for nonbinary signals. Seconde)ftCept that the equalization is now done in the time domain.
pan g y sig ,
is limited only to thelV = 2 STBC for a complex constellation . . . : .
and to the cas& < 8 for a real constellation. This is baseoE' Maximizing Data Rate Using Spatial Multiplexing
on the results in [62] that the 2 2 STBC is an orthogonal de-  Spatial multiplexing, of which V-BLAST [2], [9] is a partic-
sign and complex orthogonal designs do not exisffor 2. In  ularimplementation approach, can be regarded as a special class
[81], another approach for differential modulation with transmf STBCs where streams of independent data are transmitted
diversity based on group codes was proposed. This approach@ggr different antennas, thus maximizing the average data rate
be applied to any number of antennas and any constellation. T¥&r the MIMO system. One may generalize the example given
group structure of theses codes greatly simplifies the analysidfbfection Ilin the following way: Assuming a block of indepen-
these schemes, and may also yield simpler and more transpaf&ftt dateC of size N x L is transmitted over tha/ x M/ MIMO
modulation and demodulation procedures. A different nondi§ystem, the receiver will obtall = HC + N whereY is of
ferential approach to transmit diversity when the channel is igjz€M x L. In order to perform symbol detection, the receiver
known at the receiver is reported in [82] and [83], but this aF5L1ustunm'|xthe channel,.m one of several various ppsslble ways.
proach requires exponential encoding and decoding Comp|e;f;ro—forcmg (ZF) techniques use a straight matrix inversion,

ties. Additional generalizations on differential STC schemes afeSimple approach which can also result in poor results when
given in [84]. the matrixH becomes very ill conditioned as in certain random

fading events or in the presence of LOS (see Section V). The use
of a MMSE linear receiver may help in this case, but improve-
ments are found to be limited (1.5 to 2 dB in thex22 case)

Both STTC and STBC codes were first designed assumiiidgknowledge of nontrivial noise/interference statistics (e.g., co-
a narrowband wireless system, i.e., a flat fading channeariance matrix) are not exploited in the MMSE.

D. STC in Frequency Selective Channels
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. . . 2t itters — 2 i
The optimum decoding method on the other hand is M : R e : ‘
S, : —— Alamouti - Linear (16QAM)

where the receiver compares all possible combinations of sy — &= —— SM - ZF (40AM)
. . . . Tra— — - SM - ML (4QAM
bols which could have been transmitted with what is observe o\ g o STRC- ML (oA |

C = argmin |[Y — HC||. (26)
¢

10°F

The complexity of ML decoding is high, and even prog
hibitive when many antennas or high-order modulations as
used. Enhanced variants of this like sphere decoding [92] he‘g )
recently been proposed. Another popular decoding strate
proposed along side V-BLAST is known as nulling and car
celing which gives a reasonable tradeoff between complex
and performance. The matrix inversion process in nulling ai
canceling is performed in layers where one estimates a
from C, subtracts the symbol estimates frdfm and continues
the decoding successively [9]. Full details and analysis ¢ 1o* l w s s s

. . . . . 0 5 10 15 20 25
this approach are provided in [14]. Note that the iterativ SNR (dB) per receive antenna
nulling and canceling approach is reminiscent of the successive
Interference cancellng_ (SIC) proposed for multiuser detec“lq%. 9. BER comparisons for various transmission techniques over 2
(MUD) in CDMA receivers [93]. In fact, any proposed MUD yj\o. At high SNR, from top to bottom: Spatial multiplexing (SM)-ZF,
algorithm can be recast in the MIMO context if the input of them-ML, STBC-ML, Alamouti STBC.

MIMO system are seen as virtual users. A difference here is

that the separation is carried out in the spatial channel dom(%%]u

rather than the code domain, making its success depen sing analytical tools or optimizing various cost functions
on channel realizations. On the other hand, the complexity [1,01]_[10,3]' . , .

CDMA-SIC is much higher than in the MIMO case since the SPatial multiplexing and space-time block coding can be
number of CDMA users may go well beyond the number mbined to give a transmission scheme that will maximize
virtual users/antennas in a single MIMO link the average data rate over the MIMO channel and guarantee

Blind Detection: When the channel is not known at the® minimum order of diversity benefit for each substream. In
receiver (as well as at the transmitter) the joint detection §icl: the structure of the STBC can be exploited in a way such
dhat the process of detecting and decoding successive steams or

MIMO signals must resort to so-called “blind” approaches. X ; :
Surprisingly, one may note that progress in this area has bdRYErs is a completely linear process. See [54] for more details.

initiated long before the results of [1]—[3], in the more general Numerical Comparisonsin what follows, we compare four
context of blind source separation (see for instance [94]). {fRNSMission strategies over a2 MIMO system with ideally
theseblind array processindechniques, the input sources ar&incorrelated el_ements. All schemes result in the same nominal
mixed linearly by a mixing matrix (here corresponding t§t€ but offer different BER performance.

the MIMO channel) and separated by exploiting higher order Fig. 9 plots the performance of the Alamouti code presented
statistics of the receive array signals [95], [96], or covariande Fig. 7, spatial multiplexing (SM) with ZF and with ML de-
subspace estimation [97] and/or some alphabet (modulatiection, and a spatial multiplexing scheme with ML decoding
format related) information [98] to cite just a few of the manwsing precoding [103]. A 4-QAM constellation is used for the
contributions there. The price paid for avoiding channel trainirgymbols except for the Alamouti code which is simulated under
in blind approaches is in some limited loss of BER performand® QAM to keep the data rate at the same level as in the other
and more often in the increased computational complexityschemes. It can be seen from the figure that spatial multiplexing

1) Multiplexing Versus Diversity:Pure spatial multiplexing with ZF returns rather poor results, while the curves for other
allows for full independent usage of the antennas, howevercdding-based methods are quite similar to each other. This is
gives limited diversity benefit and is rarely the best transmissidrecause using two independent streams and a ZF receiver in
scheme for a given BER target. Coding the symbols withintee 2 x 2 case leaves each substream starving for diversity.
block can result in additional coding and diversity gain whicfthe Alamouti curve has the best slope at high SNR because
can help improve the performance, even though the data rat& i®cuses entirely on diversity (order four). At lower SNR, the
kept at the same level. It is also possible to sacrifice some datheme combining spatial multiplexing with some block coding
rate for more diversity. In turn, the improved BER performande the best one because ML decoding allows extraction of some
will buy more data rate indirectly through allowing higher levetliversity gain in addition to the rate (multiplexing) gain. Note
modulations, such as 16 QAM instead of 4 PSK, etc. The variotimat this benefit comes at the price of receiver complexity com-
tradeoffs between multiplexing and diversity have begun to Ipared with Alamouti. In Section VI, we give more comparisons
looked at, for instance in [99] and [100]. with system-based constraints.

Methods to design such codes start from a general structurdt is important to note that as the number of antennas in-
where one often assumes that a weighted linear combinatiorcofases, the diversity effect will give diminishing returns. In
symbols may be transmitted from any given antenna at any givesntrast, the data rate gain of spatial multiplexing remains linear
time. The weights themselves are selected in different fashiomish the number of antennas. Therefore, for a larger number of
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antennas it is expected that more weight has to be put on sppapractice, the latter is more accurately represented by the
tial multiplexing and less on space—time coding. Interestinglgiistribution of eigenvalues ofitH*, denoted{\;, Ao, ...}.
having a larger number of antennas does not need to resultrirwhat follows, we describe the impact of environmental pa-
a larger number of radio frequency (RF) chains. By using arameters (LOS component, density of scattering) and antenna
tenna selection techniques (see, e.g., [104]-[106]) it is possiberameters (spacing, polarization) on the correlation/eigenvalue
to retain the benefits of a large MIMO array with just a subselistribution.
of antennas being active at the same time.

A. Pseudostatic Narrowband MIMO Channel

F. MIMO Systems With Feedback 1) LOS Component Modeltt is common to model a wire-

One common aspect amongst the algorithms presented abl@#s channel as a sum of two components, a LOS componentand
is that they do not require amypriori channel information at the @ NLOS component. That i#] = Hyos +Hyros. The Ricean
transmitter to extract either transmit diversity of multiplexind( factor is the ratio between the power of the LOS component
gains. Yet, the information theoretic analysis in Section Ill sugnd the mean power of the NLOS component.
gests that additional performance can be extracted from muldn conventional SISO wireless deployments, it is desirable
tiple antennas in the presence of channel state informatiorifzat antennas be located where the channel between the trans-
the transmitter (CSIT) through, e.g., waterfilling. It should benitter and the receiver has as high a Ric&afactor as possible.
noted that although waterfilling may be optimal from an inThe higher theX factor, the smaller the fade margin that needs
formation theoretic point of view, it is not necessarily the be$o be allocated. For example, to guarantee service at 99% reli-
scheme using CSIT in practice. This is because the performaaddity, the fade margin fo&K" = 10 is more than 10-dB lower
of real-world MIMO links are sensitive to BER performancehan that forK = 0 (pure Rayleigh fading). Furthermore, as we
rather than mutual information performance. Schemes that ementioned earlier, certain beamforming techniques, especially
ploit CSIT to directly minimize BER-related metrics are therethose relying on angle-of-arrival (AOA) estimation are effective
fore of interest, examples of which are found in [107] and [108pnly if the LOS component dominates.

One general drawback of approaches relying on completeFor MIMO systems, however, the higher the Ricéafactor,
and instantaneous CSIT at the transmitter rather than partted more dominanHp s becomes. Sincély os is a time-in-
or statistical CSIT is feasibility and bandwidth overhead. Thigriant, often low rank matrix [112], its effect is to drive up
makes waterfilling or the equivalent difficult to realize in sysantenna correlation and drive the overall effective rank down
tems in which the acquisition of CSIT is dependent on a (tygmore precisely the singular value spread is up). Higlchan-
ically low-rate) feedback channel from RX to TX, such as imels show low useable spatial degrees of freedom and, hence,
frequency-division duplex (FDD) systerfisFor a time divi- a lower MIMO capacity for the same SNR. For example, at
sion duplex (TDD) system feedback is not necessary, but only= 6 dB, the channel capacity for a (4, 4) MIMO channel with
if the period for switching between a transmitter and a receivél = 0 is almost always higher than that wifli = 10. Note,
(“ping-pong” time) is shorter than the channel coherence timgowever, that this does not mean that one would intentionally
which may or may not be realized depending on the mobilgace the antennas such that the LOS component diminishes.
velocity (see Section V). In an effort to bring more performanagear-LOS links typically enjoy both a more favorable path loss
and robustness to MIMO coding schemes at a reasonable egsd less fading. In such cases, the resulting improvement in link
of feedback bandwidth, a few promising solutions have been gidget may more than compensate the loss of MIMO capacity.
cently proposed to incorporate CSIT in the space—time transmiRecently, experimental measurements have been carried out
encoder. Solutions to reduce the feedback cost include usingti#itry to characterize the distribution of thé factor in a cov-
stantaneous yet partial (few bits) CSIT [109] or stastistics efage area [113]-[115]. In [113], an empirical model was de-
CSIT, such as long term channel correlation information [11Qjved for typical macrocell fixed-wireless deployment. The

[111], to name a few of the recent papers here. factor distribution was modeled as lognormal, with the median
as a function of season, antenna heights, antenna beamwidth,
V. MIMO CHANNEL MODELING and distanceK o (antenna height)*¢ (distance)?>. Using

Because of the sensitivity of MIMO algorithms with respec IS mod_el, one can obs_e rve tha.‘t thiefactor decreases as the
istance increases. The implication, from a network deployment

to the channel matrix properties, channel modeling is partic tive. is that thouah th £ MIMO d i
larly critical to assess the relative performance of the variof§SPeCtive, Is that even though the use o 0€s not ma-

MIMO architectures shown earlier in various terrains. Ke nal!yimprove the'linkthroughput near the base station,whgre
modeling parameters, for which results from measurements signal strength is usually high enough to support the desired

MIMO, as well as SISO can be exploited include path IOSg\!oplications, it does substantially improve the quality of service

shadowing, Doppler spread and delay spread profiles, and hﬂm%reas that are far away from the base station, or are physically

Ricean K factor distribution. Much more specific to MIMO Ited t? u5|r|1.? low antenngs. Il deol ti lar. |
and, hence, of interest here, are n metropolitan areas, microcell deployment is popular. In a

the ioint ant lati it it and . (ani_crocell, the base station antenna is typically at about the same

thejor']n an lenn? correla :onsal radn_s[q;) atf‘ receiveen %ight as street lamp posts, and the coverage radius is no more
€ channel matrix singular value distribution. than a few hundred meters. Microcell channels frequently in-

4FDD is the main duplexing approach for 3G wireless (WCDMA, CDMA-VOIVe the pres?nce of a LOS_ cpmponent and, thl:IS, ma.y be ex-
2000). pected to be Ricean [116]. Similar to macrocells, in a microcell
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An appropriate model for a macrocell deployment in a

< suburban environment is as follows [118]. The base station
o o TX is elevated above urban clutter and far away from the
' 0: scatterers, while on the other hand, the mobile terminal RX
. @ is surrounded by scatterers. Consider that infinitely many
Py @ scatterers exist uniformly in azimuth angle around the mobile.
> Furthermore, consider that the amplitudes of the scattered
@ ) rays are identical, whereas the phases of them are completely
independent. Under these assumptions, one can easily show
N @ Qv that U(R,, Ty, RpTy) = Jo((21/N)D(Rp, Ryn)), Where

D(R,,, R, ) is the distance between antenrag and R,,,..

Hence, the decorrelation distance can be as low as half a
Fig. 10. Diagram to derive antenna correlatibn Theith (I < « < n.) wavelength.

gggt\t;rrc;T TX antenna to RX antennan goes through théth single-bounce It can be more involved to compute the correlation due to
antenna separation at the base statidi®?,,, 7., R,,Ty-). If the

. . . base station is higher than its surroundings, it is often the case
the K factor declines when distance increases. OverallKhe . o )
factor observed in a microcell tends to be smaller than that ir%haat only waves transmitted within azimuth andlec [6 —

macrocell A © + A] can reach the mobile. Her®, and A correspond

i . . . to the AOA and angle spread, respectively. Let us denote the
In an indoor environment, many simulations [42] and meg;. , ., .. : .

. . istribution of scatterers in azimuth angle, as seen by the base
surements [117] have shown that typically the multipath scak,

tering is rich enough that the LOS component rarely dominat%sz‘?i‘::qour:’h tgrg t(r?g;n-:—gr:s(gfg;logﬁ (eagr)) (IHS) rter:izrrsi)ittigl ?:St’)r?e?;t\ilg)ir
This plays in favor of in-building MIMO deployments (e.g. ’ '

'function can be given by

WLAN).
2) Correlation Model for NLOS Componentn the ab- V(R Ty, RnTn)
sence of a LOS component, the channel matrix reduces to O+A 2w sin(f)
Hxros and is usually modeled with circularly-symmetric —/@_A P(e)eXP<J — D, Tn’)) dé  (29)

complex Gaussian random variables (i.e., Rayleigh fading).h is the di )
The elements oH 105 can be correlated though, often dud! ereD(T,, T,) is the distance between base station antennas

to insufficient antenna spacing, existence of few dominant andT, . . . . .
scatterers and small AOA spreading. Antenna correlation jsLet us consider a particular choice®) which corresponds

considered the leading cause of rank deficiency in the chanﬁahe case where scatterers are uniformly distributed on a circle.
matrix, although as we see later, it may not always be so The mobile is at the center of the circle. If the mobile is right at

Modeling of Correlation: A full characterization of the tNe broadside direction, i.eq =0, thenV(R., T, RinTw) =
second-order statistics #xros is cov(vec(Hxros)) = ¥, 17()((_27TA/)\_)D(_Tm T_n,)). On the other hand, if the mobile is at
wherecov andvec are the covariance and matrix vectorizatiof€ inline direction, i.e.9 = /2, then|¥ (R, T, BT )| ~

5 .
operator (stacking the columns on top of each other), respdel(27/A)A°D(1y, T,)) [45]. It is apparent that at deploy-

tivelly. In the following, we will introduce commonly acceptedMent t0 obtain the highest diversity, one must ensure that the
models for cov(vec(H)). Before that, let us first review a orientation of the base station antenna array is such that the mo-

simple model shown in Fig. 10. biles are mostly distributed in the broadside direction. This is

Consider a transmitter TX withV' antennas and a receiverdifeady common practice whenever possible. Note that in order

RX with M antennas. For simplicity, the antenna pattern is a&f the anténna correlation to be low, one desires a large an-

sumed to be omni-directional. Ignoring the rays that invohgMNa SPacing at the base station; on the other hand, phase-array

more than one scatterer, the channel gain between arﬂ%nné)eamforming will only perform well if the antennas are closely

and antenn&,, is the summation of the contributions from eacfiPaced in order to prevent spatial aliasing. Thus, at deployment
of the scatterers one must make a choice between optimizing for beamforming

or MIMO.
h(Rom, Ty) = i: ri (R, Tp) 27) In addition to the PAD chosen above, there are a few other

plausible PADs studied in the literature, e.g., uniform, truncated
normal and Laplacian [119]. Different PADs naturally leads
to different relations between antenna correlation and AOA or
angle spread. Nevertheless, all point to the general trend that
; in order to reduce antenna correlation, one must increase the
canthenbe givenby ,nenna separation, and ensure tais as close to zero as

i=1

wherern is the number of scatterers andR,,., 1,,) is the com-
plex amplitude associated with a ray emanated from ant€pna
reflected by scatterar, and then received at antenRg,. The
correlation betweehr, 1, andhgr , T,

U(RnTy, RyThr) possible.
. i Compared to macrocells, for microcell deployment, the up-
E Z ri(Rm, T,) Z ri(Rr, Tyt )* link waves arriving at the base station may come predominantly

=1 i

= 1 . (298) from a few directions. In other wordg(f) is nonzero i®, —
VE(M B, T)P)E(( R, Tor)[?) Ao, ©g + AplU [O©1 — Ay, ©1 + Aq] U .. .. Interestingly, as
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Effect of antenna spatial correlation on channel capacity

= 1) Decoupling Between Rank and Correlatiomhough

/ convenient, one must be careful in using thex U @ U7

1 approximation. For instance a situation can arise where there
is significant local scattering around both the BTS and the
subscriber unit, causing uncorrelated fading at each end of the
MIMO link and yet only a low rank is realized by the channel
matrix. That may happen because the energy travels through a

J narrow “pipe.” Mathematically, this is the case if the product
;"-5‘ of the scattering radius around the transmitter and that around
© o4l the receiver divided by the TX—RX distance is small compared
with the wavelength, as was modeled in [112]. Such a scenario
03¢ T 1 is depicted in Fig. 12. Channels exhibiting at the same time
0zl — =2 | antenna decorrelation (at both endsda low matrix rank are
AT referred to apinholeor keyholechannels in the literature [112],
o1r —iidchamel| 4 [121]. Pinhole channels can also result from certain rooftop
. , diffraction effects [121]. However, most MIMO measurements
0 s Number of bits per channel use 2 % carried out so far suggest that rank loss due to the pinhole effect

is not common. In fact the results reported largely confirm the
Fig. 11. _Distribution of cap_acity _as_afunction of‘ angle spread for an (8, ﬁigh level of dormant capacity of MIMO arrays, at least in
Jsten Wg?”T: ?"; F;"gi‘;‘;;”_g fﬂs gggg(gansg': f;o":"e;ffnefizlﬁld'v'ded’urban or suburban environments. Indoor scenarios lead to even
better results. Samples of analysis for UMTS type scenarios
an be found in [122]-[126]. Measurements conducted at

.5 GHz for broadband wireless access applications can be
found in [115].

2) Correlation Model Between Two Polarized Compo-
B. Impact of Spatial Correlation nents: Both reflection and diffraction processes are polariza-
tion sensitive, and can produce a rotation of the polarization
W/2yec(HL, ), whereH,, is an N-by-M matrix with i.i.d. cir- of the scattered wave compared to the incident wave. This

wir w 4 , 27 leads to the possibility of constructing a MIMO system using a
cularly symmetric complex Gaussian entries. For convemen%%ir of polarized antennas at both ends, with the two antennas

it is common to approximate the correlation matixio be a _%otentially colocated and avoiding some of the issues above

long as the distribution 0®; is diverse enough, the antenna:
will become fairly uncorrelated, even with angle spreAdsp-
proaching zero [120].

The statistics ofvec(Hn1os) given U is equal to that of

Kronecker product of the two local correlation matrices. That i lated to lack of richness in multipath
let W2 and 7T denote the antenna correlation matrices at R '

. . ; ) . .~ Consider a MIMO channel using a pair of vertical and
(mobile) and TX (base station), respectively; the approximati rg) rizontal volarized antennas at both ends. A 2 matrix
is cov(vec(Hnros)) = ¥ ~ U @ UT. Under the assumption P '

that the components are iointly Gaussian. the Sta_with equal-variance complex Gaussian entries clearly is not an
tistics OfHNLzs i identigaﬁ(;(s) thosje O@I)J/R)l/ZH (\I,JT)W. appropriate narrowband channel model. First, the propagation

g : : . . Environment may dictate that the pass losses for the two polar-
This is a useful form for mathematical manipulation. Fig. 11 . ) .
izations are different. Secondly, the cross-polar component is

shows the distribution of channel capacity of an (8, 8) systemfs icallv considerably weaker than the co-polar component. In
a function of angle spread, assuming that the channel statis yppcaty y P P ‘

can indeed be described by ®)1/2H,, (W7 )1/2, In general, as geéneral, th(_a more sparse th<=T scatterers, the lower the efh_act of
cross polarization. Also, as distance between the two terminals

the angle spread becomes narrower, the spatial correlation.in- o
. increases, the cross polarization decreases. The cross-polar-
creases. As a result, the channel capacity decreases.

If the channel can be described bl ?)1/2H,, (17)1/2, ization ratio was found to be around 7.4 dB in macrocells in

then an upper bound of channel capacity can be derived. fﬁe 900 MHz band [127].

channel capacity giveH,, and an SNR budgetcan be upper ?n typical outdoor environments with reasonable scattering,
bounded b)F/) g } get PP it has been found experimentally [127]-[129] that the co-polar

and the cross-polar received components are almost uncorre-

rank(H..) RoT lated. The mean correlation coefficients are around 0.1 or below,
C(p, Hy) < max Z logy(1+ prupvp Ae)  (30)  and were found to increase somewhat with range in microcells.
k=1 Nevertheless, as the range increases, the power difference be-
wherev?, oI and \; are thekth largest eigenvalues fok ¥, tween the co-polar and the cross-polarization components in-
U™ andH,, H?,, respectively, and_ pi. = p [45]. creases. If the difference is high, regardless of the correlation

Eventhough (29) is not a very tight bound, it does offer usefbetween the co-polar and the cross-polar components, the ef-
insights into the impact of spatial correlation on channel cé&ctive rank of the 2x 2 matrix will always be two.
pacity. The higher the channel correlation, the more rapidly theOverall, the use of multipolarized antenna setups for MIMO
sequence v} diminishes toward zero. One can easily obtainpens the door to fairly compact MIMO designs while achieving
an upper bound on the effective channel rank from the produetshanced robustness with respectto the multipath characteristics
of viul. [130].
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.. scatter ring

Marrow pipe

, scatier ring

Uset’'s area

Fig. 12. An example of pin-hole realization. Reflections around the BTS and subscribers cause locally uncorrelated fading. However, bectaseitigs sca
are too small compared to the separation between the two rings, the channel rank is low.

3) Toward Using Orthogonal Antenna Patternéntenna C. Time-Varying Wideband MIMO Channel

pattern diversity at either end of the MIMO link is particularly - gimilar to the extension of a narrowband SISO channel
useful at a site where the waves are coming from divergg,qe| to a wideband SISO model, it is generally accepted
angles. Like polarization diversity, it allows for the collocation, ot one can model a time-varying wideband MIMO channel

of antennas. Unlike polarization, where only two orthogonal 5 sum of a LOS component and several delayed random
modes are available, it is theoretically possible to Ut"iz%ding components

antennas with sharp patterns to obtain many more orthogonal .

modes. If the incoming waves do indeed distribute uniformly _ . .

in AOA, a multimode antenna is expected to provide a large H(r) = Z; Hib(r — )

number of diversity branches in a very small physical footprinth | —H I;_ . LOS

[131], although limited by the number of independent paths. ¥ dere on ng ; d_LOS+ random CONtAINS A LC comporent
Since each antenna receives waves coming from different ghd a random fading component. Note thE(tr) is a complex

gles, in general one expects the average power, Doppler szgc_x N matrix andH; describes the linear t_ransfolrmation be-
trum, and delay spread profile for each antenna pattern to P&€N the two antenna arrays at defaypossibly using one of

different. Thus, to model a MIMO system using antenna patte e previously mentioned flat fading models. This is simply a

diversity correctly, one must be careful in specifying the corr(I,\"3‘|o|O(ad delay line model where the channel coefficien_ts aLthe
delays are represented by matrices. Because the dimension of

lation matrix forvec(H); a matrix of correlated, equal-variance o : H ller than the di
complex Gaussian entries may not be an appropriate model%‘f1 antenna array Is in general much smaller t an t_ e distance
light travels between the taps, the short term statistics of these
such a MIMO channel. 5 ;
different taps are considered uncorrelated.

4) Effective Degrees of Freedonin Section lll, we have ioned bef h ; ¢ hni
shown that an(M, N) channel can be decomposed into aa As mentioned before, the performance of MIMO techniques
epends heavily on the spatial correlation of the antenna el-

equivalent system consisting ofin(M, N) parallel SISO . A
nts. For a terminal with limited space resources, MIMO

subchannels whose channel power gains are the eigenval Lo 2 .
works best when such a terminal is in a location where the

A of W. With an SNR so high thap, A\, > 1 V&, every i - ) X
additional 3 dB increase in signal power leads to an incred correlation distance is short. Unfortunately, in such a low
ecorrelation distance environment, even if the terminal is

of min(M, N) b/s/Hz in channel capacity. However, th : bl d the ch | .
higher the correlation among the component&fin general m0\|/|ng at a reasfona € spe;z_ , e ¢ alnne r?gg')clan
the more widely spaced the primary support regions for tgyolve at a very fast rate. This rate is also calledppler

distributions of these eigenvalues. Effective degrees of freed SR eadand varies from a few Hertz in stationary applications

EDOF) is a quantity defined to empirically observe the numb&} 200 Hz or so in fast mobile scenarios.
( ) d Y P Y Clearly, the value of the Doppler spread multiplied by the

of these SISO subchannels that effectively contribute to the . _ ; i
channel capacity number of simultaneous users will determine the traffic over-

head incurred by channel feedback for cases where a MIMO or
d STC scheme is implemented that relies on some instantaneous

EDOF= —- Cep 2°0)]_y - (31)  form of CSIT. The Doppler spread also determines the timing

requirement from the moment of channel measurement to the

Although the channel matrifl has rankmin(M, N) with moment the transmitter adapts to the channel feedback. A full
probability one in general, only the power allocated to EDOfeedback of CSIT may quickly become prohibitive in practice
out of these dimensions contributes to channel capacity. ED@Rd simpler rules for transmit adaptation of the MIMO signaling

is considered a slowly time-varying property of the channel. algorithm may be an attractive solution [132].
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TABLE | systems, e.g., high-speed digital packet access (HSDPA)
EXAMPLE OF STANDARDIZED MIMO CHANNELS FORIEEE BoDy 802.16 [134]—[136]. These include adaptive modulation and coding,
hybrid ARQ, fast cell selection, transmit diversity.

SUI - 1 Channel

tap 1| tap 2 | tap 3 B. MIMO in 3G Wireless Systems And Beyond
Delay (us) 0 0.4 0.8

There is little commercial implementation of MIMO in cel-

Power (dB) | 0 -15 | -20 lular systems as yet and none is currently being deployed for
K factor 16 0 0 3G outside pure transmit diversity solutions for MISO. Current
Antenna correlation: U = 0.7 MIMO examples include the Lucent’s BLAST chip and pro-
prietary systems intended for specific markets such as lospan
SUI - 6 Channel Wireless’ AirBurst system for fixed wireless access [137]. The
tap 1 | tap 2 | tap 3 earliest lab trials of MIMO have been demonstrated by Lucent

Technologies several years ago.
In the case of 3GPP, some MIMO results are presented here,
based on link level simulations of a combination of V-Blast and
K factor 0 0 0 spreading code reuse [136]. Table Il gives the peak data rates
Antenna correlation: ¥ = 0.3 achieved by the down link shared channel using MIMO tech-
nigues in the 2-GHz band with a 5-MHz carrier spacing under
conditions of flat fading. The gains in throughput that MIMO
In a location where a LOS component dominates, even if tgfer are for ideal conditions and are known to be sensitive to
terminal is moving at a very high speed, the effective changedRannel conditions. In particular, the conditions in urban chan-
channel is actually small. Thus, the rate for full channel infokels that give rise to uncorrelated fading amongst antenna ele-

Delay (us) 0 14 20
Power (dB) | 0 -14 | -20

mation feedback can be reasonable. ments are known to be suitable for MIMO. The gains of MIMO
_ come at the expense of increased receiver complexity both in
D. Standardized Models the base station and in the handsets. Also various factors such

Recently, MIMO models have been standardized in IEE&S incorrect channel estimation, presence of correlation amongst
802.16 for fixed broadband wireless access and third-gene@&tenna elements, higher Doppler frequencies, etc., will tend to
tion partnership project (3GPP) for mobile applications. Théegrade the ideal system performance. A brief discussion on
MIMO channel model adopted in IEEE 802.16 is described Bpme of the open issues and remaining hurdles on the way to
[133]. In [133], a total of six typical models for (2, 2) macro-2 full scale commercialization of MIMO systems is contained
cell fixed-wireless channel are proposed. The assumption maow.
in the model includes vertical polarization only, the correla- 1) Antenna IssuesAntenna element numbers and interele-
tion matrix being the Kronecker product of the local correlament spacing are key parameters, especially the latter if the high
tion matrices, and every tap sharing the same antenna corréRectral efficiencies of MIMO are to be realized. Base stations
tion. Table | shows two of the channel models proposed in [133]ith large numbers of antennas pose environmental concerns.
Note that the SUI-1 channel is the most correlated channel arig@nce, the antenna element numbers are limited to a modest
SUI-6 is the least correlated channel. number, say four, with an interelement spacing of arolLi

The discussions in 3GPP [41] are concerned with standaride large spacing is because base stations are usually mounted
izing MIMO channel models, with the emphasis on definitiongn elevated positions where the presence of local scatterers to
and ranges for the following: decorrelate the fading cannot be always guaranteed. Using dual

« power azimuth spectrum and AOA for macrocells and mpolarized antennas, four antennas can fit into a linear space of
crocells at zero mobility, pedestrian, and vehicular mobility; 1.5 m atl0 spacing at 2 GHz. For the terminaJ/2 A spacing

« power delay profiles for the above cases; is sufficient to ensure a fair amount of uncorrelated fading be-
- RiceanK -factor values for the above cases. cause the terminal is present amongst local scatterers and quite

often there is no direct path. The maximum number of antennas

VL. MIMO A PPLICATIONS IN 3G WIRELESS on the terminal is envisaged to be four, though a lower number,

SYSTEMS AND BEYOND say two, is an implementation option. Four dual polarized patch

antennas can fit in a linear space of 7.5 cm. These antennas can
easily be embedded in casings of lap tops. However, for hand-
With MIMO-related research entering a maturing stage arsets, even the fitting of two elements may be problematic. This
with recent measurement campaign results further demas-because, the present trend in handset design is to imbed the
strating the benefits of MIMO channels, the standardizati@ntennas inside the case to improve look and appeal. This makes
of MIMO solutions in third generation wireless systems (anspacing requirements even more critical.
beyond) has recently begun, mainly in fora such as the Inter-2) Receiver ComplexityMIMO channel estimation results
national Telecommunications Union and the 3GPPs. Seveiralincreased complexity because a full matrix needs to be
techniques, seen as complementary to MIMO in improvingacked per path delay (or per tone in OFDM) instead of a
throughput, performance and spectrum efficiency are drawismgle coefficient. Since practical systems typically limit the
interest, especially as enhancements to present 3G mobilenber of antenna elements to a few, this added complexity is

A. Background
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TABLE I
PEAK DATA RATES OF VARIOUS MIMO A RCHITECTURES
(M,N) | Tx technique | Code rate | Modulation | Rate/sub-stream | # sub- streams | Data rate
(1,1) Conven-tional | 3/4 64QAM 540 kbps 20 10.8 Mbs
(2,2) | MIMO 3/4 16QAM 360 kbps 40 14.4 Mbs
2,2) | MIMO 3/4 QPSK 180 kbps 80 14.4 Mbs
(4,4) | MIMO 1/2 8PSK 540 kbps 80 21.6 Mbs

not seen as a bottle neck. Extra complexity comes from extié allocation per substream in addition to amplifier power
RF, hardware, and sophisticated receiver separation algorithmsnagement [141]. Various power allocation algorithms are
A MIMO receiver should be dual mode to support non-MIMQliscussed in [36] which are optimum during different channel
mode. In the MIMO mode, it will have multiple RF chainsconditions. The feedback of accurate and timely CSI to the
(equal to the number of RX antennas), and additional basebadrahsmitter is another open issue.

operations i.e., the space-time combiners and detector to

eliminate spatial interference. The additional requirements VII. CONCLUSIONS AND FUTURE TRENDS

increase the complexity of a (4,4) MIMO system to about twice s o et reviews the major features of MIMO links for use

that of a single antenna receiver [136], [138], [139]. Theriﬁ future wireless networks. Information theory reveals the great

may also be additional processing (equalization or interferengggacity gains which can be realized from MIMO. Whether we

cancellation) needed due to dispersive channel condmog ieve this fully or at least partially in practice depends on a

resulting from Qelay spread of t_he_envwonment Su.rround”l%nsible design of transmit and receive signal processing al-
the MIMO receiver. The complexity impact of these is not yq orithms. It is clear that the success of MIMO algorithm in-

fully accounted for. tegration into commercial standards such as 3G, WLAN, and

Homodyne detection may provide direct conversion to baSr?éyond will rely on a fine compromise between rate maximiza-

band and, thus, avoid the need for SAW filters in the IF circuitr¥-ron (BLAST type) and diversity (space—time coding) solutions,

This could reduce the RF complexity aspects of MIMO. WhilseEIso including the ability to adapt to the time changing nature

the overall cost impact of MIMO complexity is not clear, ongy o ireless channel using some form of (at least partial)

thing is clear: MIMO receivers are likely to cost more than CONsedback. To this end more progress in modeling, not only the

ventior_1a| receivers and in the terminal the battery life may aIWIMO channel but its specific dynamics, will be required. As
be an issue. . . . new and more specific channel models are being proposed it will
3) System _Integrauon and Signalinghe MIMO .syster.n useful to see how those can affect the performance tradeoffs be-
negd; to be integrated and be backward s:om'pauble with iben existing transmission algorithms and whether new algo-
existing non M.IMO r!etwork_ MIMO signaling imposes the jthms, tailored to specific models, can be developed. Finally,
support of special radio resource control (RRC_) messages. %oming trials and performance measurements in specific de-
terminals need to know via broadcast down link signaling I%/ment conditions will be key to evaluate precisely the overall

a base station is .MI,MO capgple._ The base station also ne efits of MIMO systems in real-world wireless scenarios such
to know the mobile’s capability, i.e., MIMO or non-MIMO. as UMTS

This capability could be declared during call set up. Handsets

are also required to provide feedback to the base station on the

channel quality so that MIMO transmission can be scheduled

if the channel conditions are favorable. These downlink and The authors would like to thank J. Akhtar for discussions

uplink RRC messages are then mapped on to the laye@d his help in the simulations. They also would like to thank

signaling messages [139]. Prof. D. Falconer, Prof. H. Bolcskei, Prof. A. Paulraj, and
4) MIMO Channel Model: The performance of a MIMO Dr. R. Kalbasi and Dr. D. Gore for reviewing the manuscript

system is very much influenced by the underlying chann@nd for their constructive remarks.
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